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Journal of

Heat Transfer

The Eleventh Heat Transfer Photogallery was sponsored by the K-22 Heat Transfer Visualization Committee for the 2006 Interna-
tional Mechanical Engineering Congress and Exhibition (IMECE) held in Chicago, Illinois, on November 5-10, 2006. The peer-
reviewed evaluation process for the presented entries identified the nine entries for publication in the ASME Journal of Heat Transfer
August issue of 2007.

The purpose of publishing these entries is to draw attention to the innovative features of optical diagnostic techniques and aesthetic
qualities of thermal processes. To focus on visualization images and schematics, the text is kept to a minimum and further details should
be found directly from the authors. My wish is that the journal readers enjoy viewing these collections, acquire knowledge of the
state-of-the-art features, and also promote their participation in the 2007-IMECE Photogallery [http://www.asmeconferences.org/
congress07].

The Call for Photogallery for 2007-IMECE is also announced in this issue of Journal of Heat Transfer.

Kenneth D. Kihm

Department of Mechanical, Aerospace
and Biomedical Engineering,
University of Tennessee,

Knoxville, TN 37996-2210

Journal of Heat Transfer Copyright © 2007 by ASME AUGUST 2007, Vol. 129 / 929
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Surface Plasmon Resonance (SPR) Reflectance Imaging:
A Label-Free/Real-Time Mapping of Microscale Mixture Concentration Fields (Water+Ethanol)

litai Kim and Kenneth D. Kihm
Department of Mechanical, Aerospace, and Biomedical Engineering
University of Tennessee, Knoxville, Tennessee

A label-free visualization is successfully conducted for nonintrusive, real-time and full-field mapping of microscale mixture
(water+ethanol) concentration fields with surface plasmon resonance (SPR) reflectance technique based on Kretschmann’s
configuration. SPR reflectance is highly sensitive to the refractive index variation of test medium above the thin Au layer with
the order of 10 in the near wall region (</m). The Fresnell’s equation of SPR reflectance intensity correlates with the medium
dielectric constant, and thereby the refractive index and mixture concentration fields. The presented results show that ethanol
penetrates into pure water stored in microchannel (50pum deep x 91pum wide) by capillary phoretic suction from left to right. The
ethanol-water interface rapidly advances to the right inside of the channel and is broadened because of the molecular diffusion
progressively occurring during the interfacial advancement.

930 / Vol. 129, AUGUST 2007 Copyright © 2007 by ASME Transactions of the ASME
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Fig. 1 Water droplet recoil on a glass (hydrophilic)
and Teflon (hydrophobic) surface for We ~ 20.

Fig. 2 Variations in water droplet recoil and column fracture

behavior with Weber number on a Teflon (hydrophobic) surface.

VISUALIZATION OF FRACTURE DYNAMICS OF DROPLET RECOIL ON HYDROPHOBIC SURFACE

K.P. Gatne, R.M. Manglik, and M.A. Jog
Thermal-Fluids & Thermal Processing Laboratory, University of Cincinnati, Cincinnati, OH 45221-0072

The recoil characteristics of liquid droplets generally tend
to be altered by the wetting properties of the impacting surface.
This is seen in Fig. 1, where with a Weber number of ~ 20 the
recoil of a water droplet on a Teflon surface stretches into a
column and fractures into two unequal droplets. An identical
drop (d, ~ 3.0 mm) on a glass surface does not display this
behavior, as the higher wetting of the glass surface tends to
increase the liquid film spread and dampen the recoil. With
increasing impact velocity (We ~ 20 — 80 — 120; Fig. 2) there
is greater elongation of the recoil column with a tendency to
fracture into multiple droplets of different sizes.

This spatial-temporal (millimeter-millisecond scale) evolu-
tion of droplet impact, spreading, and recoil/fracture dynamics
on a hydrophobic (Teflon) and hydrophilic (glass) surface was

Copyright © 2007 by ASME

captured by using a high-speed (5000 frames per second) digital
video camera fitted with a 8x optical zoom lens. The camera
was triggered through a computer interface to record continuous
high-speed video in real time, from which any desired image
frame can be captured by digital-video-processing software; it
also allows precise inter-event temporal calculations. The drop
size or diameter and liquid film spread at impact were
determined by image processing software that employs a
saturation-intensity pixel-based area-averaging process. The
droplets were generated from a hypodermic needle and their
sizes were kept nearly constant at d, ~ 3.0 mm, and We was
varied by changing the free-fall impact velocity. All the
experiments were conducted at room temperature (7 = 25°C) in
a controlled environment that minimized cross-flow effects.

AUGUST 2007, Vol. 129 / 931




Characteristics of impinging mass will change as the applied voltage is increased
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spray angle (. ) increases Acrylic
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Electric field interaction changes impinging mass characteristics in capillary array

Single 0.47 mm capillary to 1cm? surface

Capillary array of 4 at 0.47mm to 1cm? surface

Test Conditions: q” =35 W/em?, Q=3 ml/min, H=0.75 cm, 4,=1 cm?

charging divert jet

Effect of Electric Fields on Two-phase Impingement Cooling

X. Feng and J. E. Bryan
Enhanced Heat & Fluid Transport Laboratory
Mechanical and Aerospace Engineering Department, University of Missouri, Columbia, Missouri

Spray cooling is one method for removing high heat
flux and achieving high heat transport. Methods to
generate sprays include traditional mechanical methods
such as air assisted, swirl nozzles, and even
piezoelectric actuation. A new approach is to utilize
electric fields to control free boundary flows discreet
drops to jets to sprays. The motivation is two-fold: 1)
can electric fields be used to better understand the effect
of impinging mass characteristics on liquid boiling and
evaporation at heated surface; and 2) can electric fields
be used to control heat transfer from the surface.
Through traditional surface heat transfer measurements
and image analysis the effect of electric fields on
impingement two-phase heat transfer is being explored.
Under the same operating conditions with ethanol it can
be seen that the heat transfer is enhanced as the form of

932 / Vol. 129, AUGUST 2007 Copyright © 2007 by ASME

the impinging mass to the surface changes from discreet
drops to sprays with increasing applied voltage. The
form of the free boundary flow produced from the
capillary by application of an electric field will depend
on operating conditions (flow rate, applied voltage,
capillary to heater spacing), fluid properties (thermo-
physical and electrical), and capillary geometry
(material, size, and shape). If electrical fields are to have
application in high flux and high transport processes
then arrays of capillaries will be required. The
application of an electric field to capillary arrays, as
seen in the image sequence, still produces a spray, but
the effect of electric field and surface charge from
neighboring capillaries distorts and diverts the jet. The
change will depend on the relationship between the
momentum and electrostatic forces.

Transactions of the ASME
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Local Heat Transfer Coefficients Under Flows Induced by Vibrating Cantilevers
Mark Kimber and Suresh V. Garimella
NSF Cooling Technologies Research Center
School of Mechanical Engineering, Purdue University, West Lafayette, Indiana

Piezoelectric fans are flexible vibrating cantilevers and can provide large enhancements in heat transfer over natural
convection while consuming very little power. Flows induced by these devices are visualized experimentally by
determining local heat transfer coefficients of fans operating near a constant heat flux surface. Behavior of the temperature
contours is dependent on vibration amplitude and distance from heater to fan tip (gap). For small gaps, the cooling is
nearly uniform within the vibration envelope. An optimal gap based on the stagnation performance is apparent and appears
to be dependent on vibration amplitude. With two fans operating simultaneously, the behavior become more complex, and
for an intermediate fan pitch, yields constructive interference where the peak local performance shows an increase of

approximately 10%.

Journal of Heat Transfer Copyright © 2007 by ASME AUGUST 2007, Vol. 129 / 933



Numerical prediction with CFD

Case 1: Reynolds number: 800 and heat flux: 80 W/m?
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Flow visualisation within inclined louvered fins
C. T'Joen, A. Willockx and M. De Paepe

Department of Flow, Heat and Combustion Mechanics
Ghent University, Belgium

Modern compact fin-and-tube heat exchangers use very complex fin designs on the air side. Common
designs include louvered fins, offset strip fins... These corrugated fin types increase the heat transfer rate
when compared to plate fins, but also cause a large increase in pressure drop. The ‘inclined louvered fin' is a
hybrid design between a standard louvered fins and a offset strip fin. It is aimed at improved performance
(less pressure drop for a given heat transfer rate) at low Reynolds numbers. To study the flow within the fin
array a series of numerical CFD simulations were performed using Fluent. The resulting air temperature
profile provides a qualitative image of the flow pattern and shows several distinct flow features: the long cold
wake which flows through the array, local hot wakes just downstream of louver (e.g. case 1), hot recirculation
zone behind the turnaround section... The flow becomes unsteady for high Reynolds numbers and vortices
are being shed by the louvers. This gives rise to a more ‘spotted’' temperature profile (case 4).
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Convective flow field above a heated circular plate

Peter J Disimile ' & Norman Toy 2
! C-FEST, Dept of Aerospace Engineering, University of Cincinnati, Ohio 45221(Peter.Disimile@uc.edu)
= Engineering & Scientific Innovations Inc, Batesville, Indiana 47006 (Dr.Toy@esi-solutionsinc.com)

Hot surface ignition of flammable fluid is still a major concern in many industrial applications. A
Laser light sheet methodology (a) is being used to investigate the flow field above a heated
circular flat plate capable of being heated uniformly to 550° C. The convective flow has both a
near field (b), within approximately 30 mm of the surface, and a far field (c), above 30 mm. Close
to the surface at 2 mm (d) cell like structures emanate from the edge of the plate. This is more
evident at 4 mm (e) where the cell walls are vortical structures that when ‘sliced’ appear as
mushroom type vortices, (b). At 8 mm (f) the plume is beginning to become more developed and
the cells are less distinct in the radial sense. As the plume rises still further at 16 mm (g), the
cell like structures disappears although mushroom vortices are still in evidence. These types of
vortices are dominant throughout the plume and may be observed in the far field at 30 mm (h)
and at 60 mm (i) above the hot surface, even though the flow is much more diffused at these
higher levels.
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Experimental Measurements Numerical Predictions

Surface temperature contours on Imm (top row) and 2mm (bottom row) spheres: Red arrows indicate areas
of heating due to focused X-ray beam and blue arrows show lower temperature region due to the coolant flow
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Experimental Measurement of Thermal Heating of Millimeter Sized Spheres using IR Imaging
Subjected to Synchrotron X-Ray Beam with Comparison to Theoretical Predictions
M. Kazmierczak, R. Kumar, P. Gopalakrishnan and R. Banerjee

Department of Mechanical, Industrial and Nuclear Engineering, University of Cincinnati, Cincinnati, OH 45221-0072

The temperature rise of lmm and 2mm glass spheres (sample) exposed to an intense X-ray beam (undulator ID sector 19 X-ray
beam of the APS) is measured at high spatial resolution using an Indigo Systems Phoenix thermal imaging camera with a 4x
magnification lens (method described in Snell et al., J. Synchrotron Rad., 14, 109-115 (2007)). The sample is cooled in a
stream of nitrogen gas (i.e. cryostream) to prevent overheating and minimize thermal damage to the sample. The heat transfer,
including external forced convection and internal heat conduction, was also theoretically modeled using CFD to predict the
temperature variation throughout and on the sphere. The local surface temperature distribution from the experimental
measurements and the numerical predictions are compared side-by-side and show good agreement, both qualitatively and
quantitatively, for both sphere sizes and at the two different flow velocities tested using the adjusted beam flux. Over the last
decade, sample cooling using cryostream N, gas cooling has been routinely used in the field of crystallography for
macromolecular structural determination of biocrystals, but heretofore, actual local temperature measurements on small x-ray
interrogated samples were unavailable.

936 / Vol. 129, AUGUST 2007 Copyright © 2007 by ASME Transactions of the ASME



Prewet Imm Prewet Imm
Square Channel Circular Channel

Surface tension imbalance generates
spontaneous bislug motion.

[ % Cxz  Og

Average bislug velocity for
LA/R=10

Velocity (mm/s)

t=0.83s

Visualization and Tracking of Spontaneous Liquid-Liquid Slug Flow in Microchannels

Joseph Hernandez & Jeffrey Allen
Microfluidics and Interfacial Transport Laboratory
Michigan Technological University

Spontaneous liquid-liquid slug (bislug) [1] flow in microchannels has been observed for both circular and square cross-
sections. Flow is induced via an imbalance in interfacial tensions and curvatures between the two gas-liquid surfaces and
the liquid-liquid surface. Liquid A (red) has a higher surface tension than liquid B, the resulting bislug flow occurs in the
direction of the higher surface tension. Interface tracking was performed on each of the images to extract the position and
time of the slug as it traversed the microchannel. The bar graph shows the average bislug velocities for prewet and non-
prewet microchannels of circular and square cross-sections. Bislug velocity in the prewet square microchannel is four
times the velocity on the non-prewet square microchannel. The prewet square microchannel has a velocity more than an
order of magnitude greater than that found in either the prewet and non-prewet circular microchannels. For the prewet,
square microchannels, the Capillary number is greater than that predicted by the laminar flow equation for L,/R> 5, where
L4/R is the length of the fluid A slug and R is the channel radius. The actual Capillary number is much lower than the
theoretical Capillary number for the prewet circular microchannels regardless of the bislug aspect ratio, L,/R, due to
dissipation from the menisci motion. Corning wicking reduces the viscous dissipation allowing the bislug to flow faster.
When L,/R <5, hydrodynamic interaction between menisci increases dissipation so that the Ca is less than predicted.
[1] J. Bico and D. Quere. Self-propelling slugs. J. Fluid Mech., 467: 101-127, 2002.
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Thermocapillary Convection Near an Evaporating Meniscus

H. K. Dhavaleswarapu, P. Chamarthy, S. V. Garimella, J. Y. Murthy, and S. T. Wereley
NSF Cooling Technologies Research Center
School of Mechanical Engineering, Purdue University, West Lafayette, Indiana

Differential evaporation is widely known to occur at menisci which are prevalent in many two-phase cooling devices. Thin-
film evaporation — the evaporation taking place near a solid-liquid-vapor junction — has long been believed to be the
dominant mode of heat transfer in such systems. The intensive heat fluxes near the triple line create a temperature
gradient along the meniscus. This results in a surface tension gradient which, coupled with buoyancy effects, causes
buoyant-thermocapillary convection. Micro-particle image velocimetry measurements of the convection patterns generated
near an evaporating meniscus in horizontally oriented capillary tubes are obtained using polystyrene particles of 0.5 pm
diameter suspended in methanol. The velocity vectors at various horizontal measurement planes reveal the three-
dimensionality of the flow. The relative influences of buoyancy and thermocapillarity on the flow were also qualitatively
investigated by imaging the flow in vertical planes for tube diameters ranging from 75 to 762 pm. These results shed light
on the role of thermocapillary convection in heat transfer enhancement in two-phase heat transfer devices.
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A Mathematical Model for Heat
and Mass Transfer in Methane-Air
Boundary Layers With Catalytic
Surface Reactions

Catalytic combustion of hydrocarbon mixtures involves the adsorption of the fuel and
oxidant into a platinum surface, chemical reactions of the adsorbed species, and the
desorption of the resulting products. Re-adsorption of some produced gases is also pos-
sible. The catalytic reactions can be beneficial in porous burners that use low equiva-
lence ratios. In this case, the porous burner flame can be stabilized at low temperatures
to prevent any substantial gas emissions, such as nitric oxide. The present paper is
concerned with the numerical computation of heat transfer and chemical reactions in
flowing methane-air mixtures over a platinum coated hot plate. Chemical reactions are
included in the gas phase and in the solid platinum surface. In the gas phase, 16 species
are involved in 49 elementary reactions. On the platinum hot surface, additional surface
species are included that are involved in 24 additional surface chemical reactions. The
platinum surface temperature is fixed, while the properties of the reacting flow are com-
puted. The flow configuration investigated here is the parallel boundary layer reacting
flow. Finite-volume equations are obtained by formal integration over control volumes
surrounding each grid node. Up-wind differencing is used to ensure that the influence
coefficients are always positive to reflect the physical effect of neighboring nodes on a
typical central node. The finite-volume equations are solved iteratively for the reacting
gas flow properties. On the platinum surface, surface species balance equations, under
steady-state conditions, are solved numerically by an under-relaxed linear algorithm. A
non-uniform computational grid is used, concentrating most of the nodes near the cata-
lytic surface. Surface temperatures, 1150 K and 1300 K, caused fast reactions on the
catalytic surface, with very slow chemical reactions in the flowing gas. These slow reac-
tions produce mainly intermediate hydrocarbons and unstable species. The computa-
tional results for the chemical reaction boundary layer thickness and mass transfer at the
gas-surface interface are correlated by non-dimensional relations, taking the Reynolds
number as the independent variable. Chemical kinetic relations for the reaction rate are
obtained which are dependent on reactants’ concentrations and surface temperature.
[DOL: 10.1115/1.2737479]

Keywords: catalytic surface reactions, boundary layer, methane-air chemical reactions,
numerical modeling

1 Introduction

Catalysts have been widely used in many industrial applications
to control the process of chemical reaction. One of the applica-
tions of catalysts is catalytic combustion. With the assistance of
catalysts, the ignition temperature of fuel is lower than the igni-
tion temperature of the fuel without catalysts. Combustion of
methane at a lower temperature can reduce emissions of pollut-
ants, which is one of the most important advantages of catalytic
combustion. Platinum and palladium are common catalysts used
to assist combustion. Combustion of several fuels, i.e., NH3, CHy,
C;Hg, and NH;/CH, mixture, on a platinum surface in stagnation
flow field has been studied experimentally by Williams et al. [1].
In addition, combustion of methane on a platinum surface has
been studied numerically by Song et al. [2]. In this work (Song et
al., [2]), the surface reaction of methane over platinum has been
modeled by a global reaction mechanism. Similarly, combustion
of hydrogen on a platinum surface in stagnation flow field and

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL OF HEAT TRANSFER. Manuscript received September 28, 2006; final manuscript
received January 9, 2007. Review conducted by Ben Q. Li.
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boundary layer flow field have been studied numerically by War-
natz et al. [3]. In their work, the elementary reaction mechanism
of the oxidation of hydrogen on a platinum surface, including
reactions of absorption/desorption of reactant and products and
reactions of surface radical recombination, has been established
and used in the model. Thermo-chemical data of surface species
involved in the surface reactions have also been published by
Warnatz et al. [3]. Later, the elementary surface reaction mecha-
nism of methane with platinum was established by Deutschmann
et al. [4]. The detailed surface reaction mechanism has been used
by Deutschmann et al. [4] to numerically simulate the experiments
of surface combustion of methane over platinum conducted by
Williams et al. [1]. It was found that (Deutschmann et al. [4]), the
methane is ignited at surface temperature around 1000 K and the
reaction is fast between surface temperatures of 1000 K and
1300 K; for surface temperatures below 1000 K, the surface reac-
tion is slow and the methane could not be ignited. Surface cover-
age of surface species and mole fractions of gas-phase species
have been calculated by Deutschmann et al. [4] in their work.
Raja et al. [5] use the detailed surface mechanisms for methane
combustion (Deutschmann et al., [4]) to model the catalytic hon-
eycomb monolith combustion.
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Fig. 1 Layout of the parallel boundary layer flow with surface
reactions

In this paper, catalytic combustion of methane over a platinum
surface in a boundary layer flow is modeled. The flow configura-
tion is shown in Fig. 1. A parallel flow of methane and air mixture
of unity equivalence flows over a flat hot plate. The temperature
of the flat plate is kept uniform and constant along the surface. In
this flow configuration, the first inert part of the flat plate is for
developing the flow hydro-dynamically. The second part of the
flat plate is coated with platinum. The present two-dimensional
model of boundary layer flow, with surface reactions, is developed
mainly for the second part. A multi-step reaction mechanism is
adopted for gas phase reaction. It involves 49 elementary reac-
tions and 16 chemical species for methane/air mixtures. The sur-
face reaction mechanism developed by Deutschmann et al. [4] is
used in the present work. This surface reaction mechanism, for
methane-air mixtures, consists of 24 elementary surface reactions
that involve seven gas-phase species and nine surface species. The
surface reaction model developed by Coltrin et al. [6] is adopted
as a general layout for the present work. Non-dimensional rela-
tions are developed to represent the mass transfer boundary layer
thickness along the gas-surface interface.

2 Mathematical Model and Solution Procedure

The numerical model for laminar flow, heat transfer, gas phase
combustion, and catalytic surface reaction are presented. The flow
configuration is shown in Fig. 1. The model can be classified into
four main groups of equations as follows:

2.1 Continuity and Momentum Equations. The mass conti-
nuity of reacting flow may be written as

p)  dlpu)

=0 1
Jat ﬁxi ( )

The momentum equation for laminar reacting flow may be written
in Cartesian tensor notations as (Abou-Ellail et al. [7])

a(pu-)+a( )_&(&u)
a ax dx

aP) o du; 2 duy,
:—_a +_|:/.L(_I___5IJ (2)
x;  0x; ax; 3 9x;
where p is the gas density, u; is the gas velocity along coordinate
xj, and u is the dynamic viscosity.
2.2 Energy Equations. The energy equation for the reacting

flow is
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where h, is the gas sensible enthalpy, I';, is the thermal diffusivity,
AH; and W; are the enthalpy of reaction and reaction rate, respec-
tlvely, of chemlcal reaction j of the reaction mechanism involving
methane-air mixtures. In the above equations, the subscript g de-
notes gas phase. The gas temperature, at any point, is directly
related to the local gas sensible enthalpy (,), gas species mass
fractions (¥;), and constant-pressure specific heats, namely

J (E g ]) )

The lower limit of the above integration is 298 K, while the upper
limit equals local gas temperature, 7.

2.3 Species Mass Fraction Equations. The species mass
fraction for reacting flow in the porous burner may be written as

IpY) IpuY) 9 ( aY,)
L L= M 5
ot s &x,» Y[a 12 Vlm m ( )

1
where Y is the mass fraction of species / while Fyl is its molecular
diffusivity, M, is the molecular mass of species /, v, is the sto-
ichiometric coefficient of species / in reaction m, while W,, is the
reaction rate of the elementary chemical reaction m of the present
reaction mechanism. It consists of 49 elementary reactions. The
reaction mechanism is based on de-polymerizing the complex
molecule of methane into simpler intermediate hydrocarbon mol-
ecules. The chemical kinetic mechanism involves 16 species,
namely, CH4, CH;, CH,, CH, CH,0, CHO, CO, CO,, O,, O, OH,
H, H,, H,0, HO,, and H,0O,, while the 49 involved elementary
reactions are given in detail by Tong et al. [8].

It should be mentioned here that v, is taken as a positive value
for products and negative for reactants as required for proper sum-
mation of the effect of each reaction on the production of a par-
ticular species.

2.4 Surface Reaction. For a steady-state problem, the solu-
tion has no change with respect to time. Thus, surface coverage of
any surface species with respect to time is zero. The variation of
the surface coverage with respect to time can be computed from
the net production of each surface species. The conservation of the
surface coverage of surface species k may be written as (Warnatz
et al. [3])

de ‘S:k
ok _ 2k 6
dt 7 (©)

where z; is the surface coverage of surface species k, Z is the total
surface site density, and the surface density used in the present
paper is 1.63 X 10! cm™ (Deutschmann et al. [4]); s is the net
surface production rate, in mole/cm?/s, of the surface species k.

Since the present reacting flow includes gas-surface interac-
tions, the mass transfer between the gas phase and the catalytic
surface needs to be included while solving the species mass frac-
tions of the gas species in the flow. The mass fluxes transferred
through convection and the diffusion process at the gas-surface
interface of any gas-phase species are balanced by the production
or depletion rates of that species by surface reactions. The surface
boundary condition of each gas-phase species k based on the mass
balance is given by Coltrin et al. [6] as

n-[pY (Vi +u)] = $:M, (7

where 7 is the unit normal vector pointing outward to the surface,
u is the bulk fluid velocity, V; is the diffusion velocity, M is the
molecular weight of the species k, and s, is the production or
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Table 1 Surface reaction mechanism

No. Reaction Aj (cm?® mol s) Ej (kJ/mol) Sticking coeff.
1 H,+P,(s) +P(s) — H(s)+ H(s) 0.046
2 H(s)+H(s) —P(s)+P(s)+H, 1.0Xx 102! 67.4

3 0,+P,(s)+P,(s) — O(s)+O(s) 0.023
4 O(s)+0(s) — P,(s) +P,(s) + O, 1.0% 102! 2132

5 H,0+P,(s) —H,0(s) 0.75
6 H,0(s) — H,0+P,(s) 1.0X 10" 40.3

7 OH+P,(s) — OH(s) 1

8 OH(s) — OH+P,(s) 1.0x 101 192.8

9 CO+P,(s) —CO(s) 0.84
10 CO(s)—CO+P,(s) 1.0Xx 10" 1525

11 CH,+P,(s)+P,(s) — CH;(s)+H(s) 0.01
12,13 O(s)+H(s) < OH(s) +P(s) 1.0X 10! 115

14,15 H(s)+OH(s) — H,0(s)+P,(s) 1.0X 10 17.4

16,17 OH(s)+OH(s) — H,0(s)+O(s) 1.0Xx 102! 48.2

18,19 CO(s)+0(s) <> CO, +P(s) +P,(s) 1.0 X 10! 105

20 C(s)+0(s)—CO(s) +P(s) 1.0 107! 62.8

21 CO(s)+P(s) — C(s) +O(s) 1.0X 108 156.5

22 CH,(s)+P,(s) — CH,(s)+H(s) 1.0Xx10% 20

23 CH,(s)+P,(s) — CH(s) +H(s) 1.0X 10% 20

24 CH(s)+P,(s) —C(s)+H(s) 1.0x 10 20

depletion rates of gas-phase species k in surface reactions.
The production rate of each species s;, either gas-phase species
or surface species, may be written as (Deutschmann et al. [9])
Ng+N

KS
=2 viekr, H (X (8)
j=1 k=1

where K| is the total number of elementary surface reactions, V,,(j
is the left hand side stoichiometric coefficients of the reaction
equation, v; is the right hand side minus left hand side stoichio-
metric coefficients of the reaction equation, k; is the forward
Kkinetic rate constants, [X,] is the species concentrations, the units
of gas-phase species and surface species concentrations are
mol/cm? and mol/cm?, respectively, N, is the number of gas
phase species while N is the number of surface species.

A detailed surface reaction mechanism is used to model the
gas-surface interaction between fuel and platinum. The surface
reaction mechanism adopted in the present work, for methane-air
mixtures reacting over platinum coated surfaces, was established
by Deutschmann et al. [4]; it is shown in Table 1. The surface
chemical species are denoted by a label, (s), as shown in Table 1.
The surface reaction mechanism consists of 24 elementary reac-
tions and involves seven gas-phase species, namely, CH4, CO,
CO,, 0,, OH, H,, H,0 and nine surface species, namely, CH;(s),
CH,(s), CH(s), CO(s), C(s), O(s), OH(s), H(s), and Pt(s).The
reaction rate constants are described in terms of either an Arrhen-
ius expression or a sticking coefficient, y. The Arrhenius expres-
sion form is

_E.
- it
k=4 exP( RT) ©)
The sticking coefficient can be converted to the usual kinetic rate
constants via the relation given by Coltrin et al. [6]

poo—y 1 [ RT
= 1=z N 2am

where Z is the total surface site concentration, m is the sum of the
surface reactants’ stoichiometric coefficient, R is the universal gas
constant, 7 is the gas temperature, and M is the molecular weight
of the gas-phase species. The thermo-chemical data needed to
determine the rate coefficients for the reverse reactions and en-
thalpies of the surface species are provided by Warnatz et al. [3].

In the present work, steady-state conditions of the flowing gas

(10)
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and the surface species are assumed. Equations (6) and (8), in this
case, can be used to compute the surface species mole fractions,
given the gas species mole fractions at the interface between the
plate surface and the flowing boundary layer. Equations (7) and
(8), on the other hand, are used to compute gas species fluxes at
the gas-surface interface. Although these fluxes do not appear ex-
plicitly in Eq. (5), they are used to impose the proper boundary
conditions on the flowing gas species finite-volume equations.

It should be mentioned here that the gas physical properties are
computed from temperature dependent relations. At any point in
the boundary layer, the density is computed from the ideal gas
equation of state, while the viscosity is computed from a tempera-
ture polynomial of the third order. The species specific heats are
computed from temperature polynomials of the sixth order that
are valid for 300—-2500 K temperature range [10]. The remaining
physical properties are deduced from the above properties and
Prandtl and Lewis numbers specified as 0.7 and 1.0, respectively.

2.5 Numerical Solution Procedure. The two-dimensional
flow over the catalytic surface, shown in Fig. 1, is overlaid with a
finite grid of nodes. At each nodal point, Egs. (2), (3), and (5) and
the pressure correction counterpart of Eq. (1) are formally inte-
grated over a control volume surrounding this nodal point. The
time dependent terms of the governing equations were dropped
out, since the boundary layer flow considered is under steady-state
conditions. The faces of the control volume bisect the distances
between the particular node and the four nearest neighbor nodes.
The formal integration is performed with due care to preserve the
physical meaning and overall balance of each dependent variable.
The final form of the finite-volume equations are written as fol-
lows (Abou-Ellail et al. [7])

[2 @) -5, ]9,=3 (0,7, +5, (11)
where ¢ stands for any of the dependent variables, namely, axial
and radial velocity components, gas sensible enthalpy, species
mass fractions, or the pressure correction that is used to satisfy
both mass continuity and momentum equations simultaneously.
The summation () is over the four neighbors n of a typical node
p- The above finite difference coefficients a, are computed using
the hybrid method, such that these coefficients are always non-
negative to give the proper combined effects of convection and
diffusion. The above hybrid method is a combination of upwind
and central differencing schemes. Each scheme prevails for a par-
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ticular range of cell Peclet numbers, as given in detail by Abou-
Ellail et al. [7]. S, and S, are the coefficients of the integrated
source term at node p. Boundary layer flows are parabolic in
nature and thus the hybrid scheme is accurate enough to eliminate
any false diffusion. In this case, the computational grid directions
are aligned along the main flow direction and normal to it.

The solution procedure is based on the line-by-line tri-diagonal
matrix algorithm (TDMA). The finite-volume equations (Eq. (11))
for each dependent variable are modified at the boundaries of the
solution domain, shown in Fig. 1, to impose the conditions there.
On the flat plate surface, the velocity components vanish while all
other dependent variables’ normal gradients reflect the mass and
heat fluxes due to surface reactions. Along the outer edge and exit
section of the flow, the normal gradient is equal to zero. At the
inlet section, all variables are known from a previous solution of
the non-reacting isothermal first part of the flat plate. The numeri-
cal solution to the isothermal part of the flat plate was obtained
using 301 transverse nodes by 500 axial nodes. Within each com-
putational loop of the gas phase, Eq. (6) is solved iteratively for
all surface species concentrations at each transverse plane for
steady-state conditions; i.e., d(z;)/dr=0. The validation of the
present numerical algorithm is presented by Tong et al. [10] for
heat and mass transfer in impinging flows on a hot catalytic sur-
face. Tong et al. [10] compared their results for temperature and
species mole fractions in the reacting impinging jet with numeri-
cal data of Deutschmann et al. [4]. The agreement they obtained
confirms the accuracy of the present numerical procedure [10].
Moreover, standard laminar heat transfer data [11] were also used
for validation purposes.

3 Presentation and Discussion of Results

The flow configuration investigated in this paper is a parallel
flow of methane-air mixture over a hot plate covered by platinum,
as shown in Fig. 1. The height of the computational domain (L), is
3 cm, while the free stream axial velocity (U.,) is 6 cm/s. In the
present numerical model, the first 3 cm long part of the flat plate
is for developing the flow hydro-dynamically, at a constant tem-
perature of 300 K. Gas and surface reactions are not included in
the first part of the flat plate. After the first 3 cm long part, gas and
surface reactions are included in the computational model. As
shown in Fig. 1, the surface temperature is constant along the hot
section of the flat plate. In order to study the influence of the
surface temperature on the surface reactions, two surface tempera-
ture values, i.e., T,=1150 K and 7,=1300 K, are used. The mo-
mentum, heat, and mass transfer of the reacting flow field, as well
as the catalytic reaction at the surface, are computed for each
surface temperature. First, the numerical results for the surface
temperature of 1150 K are presented; second, the results of T
=1300 K are presented. A two-dimensional computational grid, of
301 transverse nodes by 10,000 axial nodes, is used for both sur-
face temperatures. However, the non-dimensional axial increment
Ax/L is taken as 2.0X 107 for T,=1150 K and 2.0X 107 for
T,=1300 K. The finer grid is essential for the higher surface tem-
perature, since the reacting species are highly activated as 7 is
increased by 150 K, while the chemical reactions are completed in
a much shorter distance.

With a total number of grid nodes of 3.01 X 10, it was neces-
sary to utilize the parabolic nature of the flow. This is done
through the use of a line-by-line TDMA scheme to obtain numeri-
cal solutions, in such a way as to sweep the solution domain from
the inlet section to the exit section. The field values of the depen-
dent variables are stored and then updated during the subsequent
iterations. The iterations are stopped when the finite-volume equa-
tions of the dependent variables are satisfied with errors less than
0.1%. The above number of grid nodes is sufficient to handle the
fast changing gas density and viscosity, both axially and trans-
versely in the thin boundary layer, as well as ensuring a grid-
independent solution. The transverse grid nodes are arranged such
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that 200 nodes lay inside the boundary layer, i.e., in the range
0.0<y/L<0.1. The rest of the transverse nodes lay in the nearly
undisturbed flow outside the boundary layer, i.e., in the range
0.1<y/L<1.0.

It should be mentioned here that the 3 cm length of the isother-
mal part of the flat plate was chosen as the minimum length that
gave a fully developed exit velocity profile, for a free stream
velocity of 6 cm/s.

3.1 Results for a Surface Temperature of 1150 K, i.e., T
=1150 K. The computational results are presented in two parts:
the gas-surface interactions at the surface and the reacting flow
field in the gas phase. The results of heterogeneous surface reac-
tions are plotted in Figs. 2-4. The Sherwood number (Sh) is used
to represent the mass transfer of species between the gas phase
and the platinum surface in the heterogeneous reaction. The Sher-
wood number of the major species, O,, H,O, CO,, and CHy, is
computed along the axial direction. Figure 2 shows Sh of the
major species versus Reynolds number. The local Reynolds num-
ber (Re,) is based on the local distance from the beginning of the
catalytic surface (x), free stream velocity, and physical properties
at a temperature of 300 K. This means that, for the same value of
the free stream axial velocity, Re, increases with increasing values
of x. The present numerical results show that at a fixed value of
the local Reynolds number, the differences among the values of
the major species’ Sherwood number are small. Thus, at a fixed
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Fig. 3 Surface coverage of surface species versus Reynolds
number at T,=1150 K
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Fig. 4 Production rate versus Re, for CH,, O,, CO,, and H,0 at
T,=1150 K

local Reynolds number, Sherwood numbers of all major species
can be approximated by one mean value. With this approximation,
the relation between Sh of major species and Re, can be corre-
lated by a single exponential curve-fitted function. At a surface
temperature of 1150 K, the curve-fitted relation between Sh and
Re, reads

Sh=8.0+3.18 Re;**” (12)

The above correlation is plotted in Fig. 2. For high Reynolds
numbers, Sh approaches a value of 8. Figure 3 shows the surface
coverage of surface species versus local Reynolds number. It can
be seen that most of the platinum sites are covered with O(s) thus
reducing considerably the surface reactions. Production rate of
major species versus local Re, is depicted in Fig. 4. The produc-
tion rates in Fig. 4 are surface reaction rates in mole/(cm?s). It is
interesting to notice that the production rates decrease very
slowly, as can be seen from Fig. 4. Moreover, the production rates
of CO, and H,O are essentially mirror images of the reacting
species CH4 and O,. Also, the ratios of production rates of the
main reacting and produced species suggest that these species
react according to a one-step chemical reaction, namely, CHy
+20,—C0O,+2H,0. The findings of the present work for the
catalytic boundary layer are consistent with the conclusions of
Tong et al. [10] for surface reactions of impinging methane-air
mixtures.
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Fig. 5 Combustion boundary layer thickness versus Re, at
Ts=1150 K
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Fig. 6 Transverse profiles of dimensionless axial velocity
(ulU,) for different axial distances at T;=1150 K, U,.=6 cm/s

The results of the reacting flow field are plotted in Figs. 5-10.
The reaction boundary layer thickness of the flowing gases (J) is
determined as the transverse distance above the surface to where
the mole fraction of the fuel is 99% of its mole fraction in the free
stream. The reaction boundary layer thickness is essentially dif-
ferent from the hydrodynamic one. Figure 5 shows the dimension-
less reaction boundary layer thickness 6/x versus local Reynolds
number, where x is the axial distance measured from the begin-
ning of surface reactions and not from the leading edge of the flat
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Fig. 7 Transverse profiles of reactants mole fraction for differ-
ent axial locations at T,=1150 K
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Fig. 8 Transverse profiles of CO, mole fraction for different
axial locations at T;=1150 K

plate. Curve fitting is used to establish a relation between &/x and
RE,.

The correlation between 6/x and the local Reynolds number
can be represented by the following numerical equation

8lx=7.34 Re*"# (13)

The obtained equation is plotted in Fig. 5 for comparison with the
present numerical results. It can be seen from the above equation
that the reaction boundary layer thickness & is proportional to
(Re,)*?7® and hence increases as Re, increases. Figure 6 shows
the normalized axial velocity profiles along the dimensionless
transverse distance above the surface (y/L) at different axial lo-
cations in the heated section of the flat plate. At the hot plate inlet
section, the axial velocity profile conforms to the fully developed
isothermal boundary layer flow. However, for x> 0.0, the flowing
gases have a temperature of 1150 K at the surface, while for
(y/L)>0.08 the temperature is essentially close to 300 K; this
will become obvious from the explanation below of Fig. 9. The
large temperature range causes the density and viscosity to in-
crease appreciably at the hot plate surface in comparison to the
values at 300 K for (y/L)>0.08. At the surface, the density is
nearly one-fourth its value for (y/L)>0.08, while the viscosity is
2.5 times higher. In this case, the Reynolds number, based on the
gas physical properties at the surface, is one-tenth its value at
300 K. As a result of higher friction factors for lower Reynolds
numbers, the surface viscous stresses will be much higher in the
heated section than in the isothermal section of the plate at 300 K.
Consequently, the axial velocity near the surface decelerates to
values much lower than the isothermal boundary layer velocity
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Fig. 9 Transverse gas temperature profiles for different axial
locations at T;=1150 K
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Fig. 10 Transverse profiles of selected rare species for differ-
ent axial locations at T;=1150 K

profile, as can be deduced from Fig. 6. On the other hand, the
axial velocity, in the outer boundary layer where 7 is close to
300 K, conforms to the fully developed boundary layer isothermal
flow. Figure 7 shows the transverse profiles of the mole fraction of
CH, and O, for different values of x/L. The effect of surface
reactions is obvious; the reactants are mainly depleted on the cata-
Iytic surface with little chemical activities elsewhere, except for
intermediate reactions that produce rare species such as H,, H,O,,
and CH,O, as discussed below. Figure 8 shows the mole fraction
transverse profiles of CO, along y/L. Figures 7 and 8 show con-
tinuous consumption of the reactants and continuous generation of
the main products at the catalytic surface as the stoichiometric
fuel-air mixture flows downstream. Figure 9 shows the tempera-
ture profiles along y/L at different axial locations. Near the sur-
face, at the same transverse location, the temperature monotoni-
cally increases along the axial direction. For (x/L)<0.01, the
temperature variations are essentially limited to dimensionless
transverse distances less than 0.08. It can be seen from both Figs.
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9 and 6 that the width of the boundary layer increases with in-
creasing values of (x/L) up to a limiting value of approximately
(L/10). The mole fraction transverse profiles of rare species H,,
H,0,, and CH,O are depicted in Figs. 10(a)-10(c). The maximum
values of H,, CH,O occur at the surface-gas interface, while the
peak of H,O, is shifted towards lower gas temperatures. This is
because the production of H,O, involves one reaction HO,
+HO, —H,0,+0, which is dominant at lower temperatures and
has negative activation energy of —5.20 kJ/mol [8]. The produc-
tion of H, and CH,O involves positive or zero activation energies
[8]. Moreover, the mole fractions of the above three species in-
crease as the chemical reactions proceed along the axial direction,
as can be seen from Fig. 10.

3.2 Results for a Surface Temperature of 1300 K, i.e., T
=1300 K. Results of surface reaction are shown in Figs. 11-13.
Figure 11 shows the Sherwood numbers of major species versus
local Reynolds numbers at the surface temperature of 1300 K.
The curve fitted relation between Sh and Re, at surface tempera-
ture of 1300 K reads

Sh=10.0 + 2.00Re; "% (14)

The above correlation is plotted in Fig. 11. For Re, from 0.01-0.1,
the mean Sherwood number, calculated from the above equation,
is 27. Figure 12 shows the surface coverage of surface species
versus Re,. Comparing the surface coverage in Fig. 12 with that at
T,=1150 K, shows a considerable increase in the surface cover-
age of the active sites of Pt(s) and an appreciable decrease in the
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Fig. 12 Surface coverage of surface species versus Reynolds
number at T,=1300 K

Journal of Heat Transfer

|—o—02 —%—CH¢ —a—c02 —5—H20| Ts=1300K

2.0E-05
o
g 1.0E-05 A %
°
£
£ 0.0E+00 -
14
5 W
B
2 -1.0E-05 4
S
o
-2.0E-05 . . r T
0.00 0.02 0.04 0.06 0.08 0.10

Rey

Fig. 13 Production rate versus Re, for CH,, O,, CO,, and H,O
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surface coverage of O(s). This is because the surface reactions are
highly activated at higher surface temperatures. The production
rate of major species versus the local Reynolds number is plotted
in Fig. 13.

The results of the reacting flow field at surface temperature of
1300 K are plotted in Figs. 14-19. Figure 14 shows &/x versus
local Reynolds number, where & is the reaction boundary layer
thickness of the flowing gases and x is the axial distance measured
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Fig. 14 Combustion boundary layer thickness versus Re, at
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from the beginning of surface reactions. The curve fitting relation
between 6/x and Re, is given by the following numerical equation

8x=11.80 Re " (15)

Equation (15) is plotted in Fig. 14. Here, also, & increases with
increasing values of the local Reynolds number, as dictated by Eq.
(15). Figure 15 shows the axial velocity transverse profiles along
the dimensionless distance above the surface (y/L) at different
axial locations. Here also, the non-isothermal velocity profiles de-
viate from the analytical solution of isothermal boundary layers
[11]. This deviation results from higher resisting shear stresses
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Fig. 17 Transverse profiles of CO, mole fraction for different
axial locations at T,=1300 K
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and lower axial momentum caused by the higher viscosities and
lower densities near the catalytic hot surface compared to the
corresponding values in the free stream. Figure 16 shows the mole
fraction transverse profiles of CH, and O, along y/L. Figure 17
shows the mole fraction profiles of CO, along y/L. Figure 18
shows temperature transverse profiles along y/L at different axial
locations. The analysis of the numerical results of the axial veloc-
ity, main species’ mole fractions and temperature, reported earlier
in this section, is also applicable to the numerical results depicted
in Figs. 15-18. Figures 15-18 show clearly the differences in the
hydrodynamic, thermal, and surface reactions’ boundary layers.
However, the different boundary layers have thicknesses that in-
crease with increasing values of the axial distance. Figure 19
shows the mole fraction transverse profiles of selected rare spe-
cies, namely, H,, H,O,, and CH,O. In these three species, H, is
involved in both gas phase reactions and surface phase reactions
while H,O, and CH,O are only involved in gas phase reactions. It
can be seen that the maximum values of the mole fractions of
these rare species are essentially ten times higher at surface tem-
perature of 1300 K, compared to the values of the same species
shown in Fig. 10.

3.3 Catalytic Surface Reaction Rate. The surface produc-
tion rates, presented in Figs. 4 and 13 for surface temperatures of
1150 K and 1300 K, respectively, suggest that a global one step
reaction, between O, and CH, to produce CO, and H,O, is pos-
sible. Therefore, the following catalytic chemical reaction is con-
sidered

CH, + 20, — CO, + 2H,0 (R1)
Although (R1) is not an elementary reaction, it is possible to
represent its reaction rate by the following chemical kinetic equa-
tion

R.=A([O,][CH,])" eXP(— %) (16)

where T, and T, are the activation and catalytic surface tempera-
tures, respectively. The concentrations of the oxygen and methane
have units of mole/cm?, while the surface reaction rate R, is in
mole/(cm? s). The above equation can presumably be used for the
whole range of the present numerical results for 1150 K and
1300 K surface temperatures. The constants A, n, and T, are to be
computed from the present numerical data. In order to establish
the relation between the surface reaction rate and the product of
the concentrations of O, and CHy, the production rate of CO, is
plotted versus [O,][CH,] in Fig. 20 for T,=1150 K and in Fig. 21
for T,=1300 K. Equation (16) is also plotted in both figures for
particular values of constants A, n, and 7. At 1150 K the numeri-
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Fig. 19 Transverse profiles of selected rare species for differ-
ent axial locations at T;=1300 K

cal results exhibit a single-fold relation, which is consistent with
the present data at 1300 K surface temperature and for [O,]
X[CH4]>3.5X 1071, For this range of concentrations, A, n, and
T, have unique values to fit the results for 7;=1150 K and
1300 K. However, at lower values of reactants’ concentrations,
the catalytic surface reaction rate decreases much faster with dif-
ferent set of values for constants A, n, and T,. The set of constants
of Eq. (16) for [0,][CH,4] higher and lower than 3.5X 1076 are
given in Table 2. The lower concentration range of surface reac-
tions has an equivalent order of reaction of 2.0, while the higher
range is limited to an overall order of reaction of 0.4. On the other
hand, the lower range has a lower activation temperature, while

Journal of Heat Transfer

X Numerical Data —— R Equation [O2[CH4[>=3.5E-16

1.0E-05
Gl Ts =1150 K
~N
£
S
=]
£
8 SAAAL vd
O 1.0E-06 o - ~
o
2
S
c
2
[2]
o
14
1.0E-07 . . .
4DE-14  60E-14  8O0E-14  1.0E-13  12E-13
[CH,IIOA]

Fig. 20 Surface reaction rate at surface temperature of 1150 K

the higher concentration range is governed by a much higher ac-
tivation temperature, as can be deduced from Table 2. This means
that the higher concentration range is a highly temperature-
dependent surface reaction and less dependent on reactants’ con-
centrations, while the lower range is controlled by the reactants’
concentrations.

It should be mentioned here that global reaction (R1) is essen-
tially dependent on the total concentration of the platinum catalyst
layer. Therefore, the pre-exponential constant values reported in
Table 2 reflect only implicitly such dependence. This is because a
fixed value is assigned to the total concentration of the active
catalytic platinum surface sites.

3.4 Heat Transfer Computations. Heat transfer between the
catalyst coated plate and the boundary layer gas mixture is also
investigated. The present numerical scheme for laminar heat trans-
fer in boundary layers was validated for a well-known standard
case. In this case, the thermal boundary layer and the momentum
boundary layer start concurrently at the leading edge. The heat
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Fig. 21 Surface reaction rate at surface temperature of 1300 K

Table 2 Constants in catalytic surface reaction rate equation

n A (cm® mol s) T, (K)
0.2 1.96 X 108 30,699 for [0,][CH,]=3.5X 10710
1 7.78 X 10" 10,337 for [0,][CH,]<3.5X 107'¢
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transfer coefficient (h) and Nusselt number (Nu,) are calculated.
The heat transfer coefficient is plotted against local Reynolds
number (RE,), for a surface temperature of 1150 K, as shown in
Fig. 22. It should be mentioned here that the local Reynolds num-
ber (RE,) and Nusselt number are computed based on the gas
physical properties at the mean film temperature. For surface and
free stream temperatures of 1150 K and 300 K, the present mean
film temperature is 725 K. The heat transfer coefficient decreases
rapidly near the leading edge up to a local Reynolds number of
0.3 where the decrease in % is much slower, as depicted in Fig. 22.
The computed local Nusselt number is plotted versus the local
Reynolds number, as shown in Fig. 23. The numerical data of
Figs. 22 and 23 were computed for a non-reacting flow for com-
parison with existing similar correlations. In the same figure, the
standard heat transfer correlation for parallel flow over a hot flat
plate [11] is also plotted. The Nusselt number correlation [11] for
Prandtl number (Pr) ranging between 0.6—10 is given below by
Eq. (17)

Nu, = 0.332Pr!3 RE*? (17)

The numerical results presented in Fig. 23 and all other figures in
this subsection are computed for a fixed Prandtl number of 0.7.
The present computations for the local Nusselt number can be
correlated to the local Reynolds number as

Nu, = 0.316RE>*? (18)

The present numerical results for RE, > 1.0 slightly over-predicts
the local value of Nusselt number, as the present correlation RE,
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Fig. 23 Nusselt number versus Reynolds number without
chemical reactions
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Fig. 24 Comparison of heat transfer coefficient

exponent is 4% higher than its counterpart in Eq. (17). The level
of agreement between the above two equations suggests that the
present numerical scheme can be used for heat transfer computa-
tions with a reasonable accuracy and will thus be used to simulate
heat transfer from the catalytic surface to the reacting methane-air
mixture reported above in Sec. 3.1.

Figure 24 presents the numerical results for heat transfer in the
reacting boundary layer flow over a catalytic surface for surface
temperature of 1150 K. In this case, the catalytic surface reactions
and heat transfer start 3 cm after the leading edge of the flat plate
while the hydrodynamic boundary layer begins exactly at the
leading edge, as shown in Fig. 1. The computed heat transfer
coefficient of Fig. 22 is also plotted in Fig. 24 for comparison. The
non-reacting heat transfer coefficient is higher for Reynolds num-
bers less than 0.3, and then the reacting heat transfer coefficient
becomes higher for RE, greater than 0.3. It should be mentioned
here that both Nu, and RE, are based on mean film temperature of
725 K and a characteristic axial distance measured form the be-
ginning of surface reactions, i.e., from a distance of 3 cm after the
plate’s leading edge. Figure 25 depicts the computed local Nusselt
number versus local Reynolds number for reacting boundary layer
over a catalytic surface at 1150 K. The standard correlation of
laminar heat transfer in an inert boundary layer is also plotted in
Fig. 25, for comparison. The relation between Nu, and RE,, for
heat and mass transfer from a reacting surface, is correlated as

Nu, = 0.327RE>** (19)

Figure 26 shows the correlations between Nu, and RE,, as defined
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by Eqgs. (17)-(19), together with numerical data for selected trans-
verse planes.

The numerical data, present correlations and standard laminar
heat transfer data [11] fall in a narrow band suggesting their in-
terlinking coherent relation. However, the reacting flow exhibits
higher dependence of Nusselt number on the local Reynolds num-
ber. In this case, RE, is raised to a power 20% higher than stan-
dard pure laminar heat transfer correlation [11].

4 Conclusions

The present paper describes a complete computational model
for the prediction of the properties of reacting methane-air mix-
tures flowing over hot catalytic plates. For temperatures 1150 K
and 1300 K, the flowing gas mixture reacts mainly on the surface
by the active platinum sites. For both temperatures, the non-
isothermal boundary layer flow deviates noticeably from its iso-
thermal counterpart as a result of higher viscosity and lower den-
sity near the hot catalytic surface. Increasing the surface
temperature by 150 K causes the surface reactions to increase by
more than one order of magnitude. The computed surface produc-
tion rates of the flowing gas phase show consistency with the
stoichiometric coefficients of the main reacting species, in such a
way that the consumption of one mole of CH4 by two moles of O,
produces one mole of CO, and two moles of H,O. This shows
that the production of the rare species is not important in actual
catalytic reactors. The overall one-step reaction was correlated by
a general “surface” chemical kinetic equation that is dependent on
the product of the concentrations of O, and CH, and the surface
temperature. Two chemical kinetic relations were derived from the
present numerical data, distinguishing between a high concentra-
tion reaction regime with high activation temperature and a low
concentration regime with lower activation temperature. Most of
Pt(s) is covered by O(s) at 1150 K, which slows down surface
reactions. This reaction inhibition is completely alleviated by the
higher surface temperature of 1300 K. New numerical correla-
tions, for the local reaction boundary layer thickness and Sher-
wood number versus Reynolds number, were deduced. The new
correlations could be useful in similar applications involving het-
erogeneous surface reactions.

Heat transfer correlations between the local Nusselt number and
local Reynolds number were first tested against standard correla-
tions for the laminar boundary layer that starts from the leading
edge for both heat and momentum transfer. The agreement be-
tween the present numerical correlation with no chemical reac-
tions and the standard correlation is acceptable with 4% deviation
in Reynolds number exponent. An additional correlation was also
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obtained for the reacting catalytic surface flow and compared to
the non-reacting boundary layer heat transfer relations. The new
correlation for catalytic surface heat transfer shows a higher de-
pendence on the local Reynolds number, which is based on the
mean film temperature.

Nomenclature
a, = finite-difference coefficients due to combined
convection and diffusion, kg/s
C, = constant-pressure specific heat, J/kg K
h = heat transfer coefficient, W/m?2 K
h, = Gas sensible enthalpy, J/kg
L = height of the computational domain, m
M = molecular weight, kg/kmole
Nu = Nusselt number
P = gas pressure, N/m?
Pr = Prandtl number
R = universal gas constant, J/mole K
Re = Reynolds number based on free stream
properties
RE = Reynolds number based on film properties
Sh = Sherwood number
T = temperature, K
u; = velocity in direction i, m/s
U, = free stream axial velocity, m/s

W; = reaction rate of reaction j
distance along the axial axis, m
x; = distance along direction i, m
[X] = generalized concentration (gas phase:
mole/cm?, surface phase: mole/cm?)

Y = species mass fraction
Z = surface site concentration, mole/cm?
z; = surface site fraction of k species (surface cov-

erage fraction)

8 = chemical reaction boundary layer thickness, m
I'), = thermal diffusivity

p = density, kg/m?

v = sticking coefficient

Subscripts
§ = gas
s = surface
x = at a distance x from beginning of surface
reactions
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Direct Numerical Simulation of a
Non-Premixed Impinging Jet
Flame

A non-premixed impinging jet flame at a Reynolds number 2000 and a nozzle-to-plate
distance of two jet diameters was investigated using direct numerical simulation (DNS).
Fully three-dimensional simulations were performed employing high-order numerical
methods and high-fidelity boundary conditions to solve governing equations for variable-
density flow and finite-rate Arrhenius chemistry. Both the instantaneous and time-
averaged flow and heat transfer characteristics of the impinging flame were examined.
Detailed analysis of the near-wall layer was conducted. Because of the relaminarization
effect of the wall, the wall boundary layer of the impinging jet is very thin, that is, in the
regime of viscous sublayer. It was found that the law-of-the-wall relations for nonisother-
mal flows in the literature need to be revisited. A reduced wall distance incorporating the
fluid dynamic viscosity was proposed to be used in the law-of-the-wall relations for
nonisothermal flows, which showed improved prediction over the law of the wall with the
reduced wall distance defined in terms of fluid kinematic viscosity in the literature. Effects
of external perturbation on the dynamic behavior of the impinging flame were found to be
insignificant. [DOIL: 10.1115/1.2737480]

Keywords: direct numerical simulation, heat transfer, impinging flame, law-of-the-wall,
viscous sublayer, wall

1 Introduction

Near-wall fluid flow, heat transfer, and combustion phenomena
are encountered in a broad range of practical applications. In al-
most all of the practical combustion systems, such as combustion
engines, gas turbine combustors, and other industrial processes,
combustion takes place in a vessel in which flames develop in the
vicinity of walls and interact with them. Flame/wall interactions
are also encountered in combustion hazards, such as fires. In the
context of near-wall combustion, the study of impinging jet flames
is of particular interests. In addition to the relevance to many
engineering applications, such as industrial burners, metal cutting,
glass shaping, and glass melting for fiber-optics production, im-
pinging jet flames are also of great value in fundamental academic
studies. The impinging flow configuration is of simple geometry
but covers a broad range of important flow phenomena, such as
large- and small-scale structures, wall boundary layers with stag-
nation, large curvature involving strong shear and normal stresses,
and wall heat transfer. Impinging flames involve the complex in-
teractions between the wall and the flame. In a turbulent scenario,
the flame/wall/turbulence multiway interactions bring many unre-
solved and challenging issues in combustion modeling [1]. In gen-
eral, the near-wall flow and heat transfer in reacting flows are not
well investigated. For instance, the classical law-of-the-wall mod-
els of fluid flow and heat transfer neglected the presence of flame
and variable density effects [2], which should be taken into ac-
count for combustion applications.

Because of the rich flow phenomena involved and the geomet-
ric simplicity, the impinging flame is ideal for development and
validation of near-wall models. Over the last several years, near-
wall combustion, including impinging flames, has attracted much
research interest, e.g., [3—18], to name but a few. However, appro-
priate law-of-the-wall models for combustion applications have
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not been investigated in the existing studies. Impinging heat trans-
fer has been an important subject in the context of computational
fluid dynamics (CFD) modeling [19]. In many CFD codes for
combustion applications, the traditional law of the wall imple-
mented was derived for constant density flows in which tempera-
ture variations remain small. This approach could lead to very
inaccurate predictions for combustion applications where tem-
perature variations near the wall are normally very large. More-
over, in spite of the various existing efforts, the dynamics of im-
pinging jet flames is still not fully understood due to the complex
nature of the problem. The impinging flow contains a broad range
of length scales, ranging from the large-scale vortical structure to
very thin thermal boundary layers near the wall. The near-wall
flow and combustion processes are also highly unsteady. A de-
tailed study of impinging flames requires both spatially and tem-
porally resolved solutions.

Near-wall flow and combustion phenomena deserve more re-
search efforts from both application and fundamental points of
view. For impinging flames, it is practically very difficult to in-
vestigate the detailed near-wall phenomena using experimental
measurements. Among the various approaches, advanced numeri-
cal studies, such as DNS, can provide insight into impinging
flames by providing both temporally and spatially resolved solu-
tions. In this study, a spatial DNS was employed to investigate the
near-wall fluid flow and heat transfer of an impinging jet flame.
Since external perturbations, such as acoustic excitation, may sig-
nificantly affect the impinging flame dynamics [14], the first ob-
jective of this study was to examine the effects of external pertur-
bation on the impinging flame dynamics. Because of the lack of
appropriate near-wall models for reacting flows, the second objec-
tive of this study was, more importantly, to examine the near-wall
law-of-the-wall models for flow and heat transfer. Because of its
practical importance and theoretical relevance, the impinging
flame configuration was used to reveal the law-of-the-wall rela-
tions, which is different from the channel flow configuration
[4-6]. A comparative DNS study of impinging jet flames was
carried out, including reacting impinging flames with and without
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external perturbation. A nonreacting impinging hot jet was also
computed to illustrate the effects of combustion heat release in the
reacting cases.

2 Mathematical Formulation

The physical problem considered was a fuel jet issuing into an
open boundary domain from a round nozzle that impinged on a
flat surface, where combustion took place when the fuel mixed
with the oxidant environment. The impinging jet has two confine-
ment plates, one is the jet nozzle inlet plane and the other one is
the impingement plate or the wall. A time-accurate spatial DNS
based on high-order finite difference numerical schemes and high-
fidelity boundary conditions was performed, using a recently de-
veloped code for spatial DNS of reacting and nonreacting jets
[20-22]. The wall was considered to be a “cold” wall at the am-
bient temperature, where flame quenching occurred when the
flame front reached the wall. For such a head-on flame quenching
on cold walls, the problem was thermally controlled [23,24] and a
simple chemistry model may be used [1]. A one-step global reac-
tion v;M+v,M,— v,M, with finite-rate Arrhenius Kinetics was
considered to be adequate, where M; and v; represent the chemical
symbol and stoichiometric coefficient for species i, respectively.

The mathematical formulation of the physical problem included
the governing equations, numerical methods for discretization and
solution, and boundary and initial conditions. The flow field was
described with the compressible time-dependent Navier-Stokes
equations in the Cartesian coordinate system (x,y,z), where the
z-axis is along the streamwise direction for the head-on impinge-
ment and the x-0-y plane is the domain inlet where the jet nozzle
exit locates. The nondimensional form of the governing equations
was employed [21]. Major reference quantities used in the nor-
malization were the centerline streamwise mean velocity at the jet
nozzle exit (domain inlet), jet nozzle diameter, and the ambient
temperature, density, and viscosity. The reaction rate, after nor-
malization, takes the form of wr=Da(pY /W) (pY,/W,)" exp[
—Ze(1/T-1/ Tﬂ)], where W and Y represent species molecular
weight and mass fraction, and Da, Ze, and Ty stand for the
Damkohler number, Zeldovich number, and flame temperature,
respectively. The heat release rate in the energy equation was
given by w,=0Q;,wr with Q) representing heat of combustion. The
governing equations were supplemented by the ideal-gas law for
the mixture. Details of the governing equations can be found in
[21].

The equations were solved using a sixth-order accurate compact
finite-difference scheme for evaluation of the spatial derivatives
[25] in all of the three directions. The finite-difference scheme has
spectral-like resolution. It allows flexibility in the specification of
boundary conditions for minimal loss of accuracy relative to spec-
tral methods. It is of sixth order at inner points, of fourth order at
the next to boundary points, and of third order at the boundary.
The time-dependent governing equations were integrated forward
in time using a fully explicit low-storage third-order Runge-Kutta
scheme [26].

Boundary conditions for the spatial three-dimensional (3D)
DNS of impinging jet flames represent a challenging problem.
Physical conditions at the jet nozzle exit and the wall must be
appropriately represented. In the meantime, open boundary condi-
tions in the jet cross-streamwise direction should allow jet mixing
with the ambient and entrainment. The Navier-Stokes characteris-
tic boundary condition (NSCBC) by Poinsot and Lele [27] was
utilized for the inflow and wall boundary conditions, whereas the
nonreflecting characteristic boundary condition [28] was used to
specify the open boundaries. The impinging wall was assumed to
be at constant ambient temperature, impermeable with no diffu-
sion across the wall for chemical species, and satisfying the non-
slip condition. For the jet nozzle exit (domain inlet), the NSCBC
was used to specify the inflow boundary with density treated as a
“soft” variable. A soft variable means that the density was allowed
to vary according to the characteristic waves at the boundary. In
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the simulations, the variation of density around the prescribed
value was negligible. This treatment is associated with the well
posedness of the governing equations [27] and guarantees the nu-
merical stability of the high-order nondissipative numerical
scheme near the boundary.

The streamwise mean velocity w at the domain inlet was speci-
fied as a hyperbolic tangent profile, while the cross-streamwise
mean velocity components at the domain inlet were given by u
=0 and 0=0. For the case with external perturbation, unsteady
disturbance in a sinusoidal form [14] was artificially added to the
mean velocity profile at the domain inlet, given by u=u
+A sin(2mfot), v=0+A sin(27fyt), and w=w+A sin(2mfyr) with
A standing for the amplitude of disturbance that was specified as a
percentage of the maximum value of w. The nondimensional fre-
quency of the unsteady disturbance was f;=0.30, which was cho-
sen to be the unstable mode leading to the jet preferred mode of
instability [29]. The fuel temperature at the jet nozzle exit was
assumed to be 3, which was chosen to ensure autoignition of the
mixture [21]. Ignition occurs automatically above the jet nozzle
exit plane when the fuel and oxidizer mix with each other. The
inlet temperature profile and streamwise velocity profile were
linked with the Crocco-Busemann relation 7= (wyw—w?)M?>(y
—1)/2+(Ty-T,)w/wy+T,, where the subscripts 0 and a represent
the centre of the jet nozzle exit and the ambient environment,
respectively. The temperature and mass fractions of the species at
the domain inlet were kept unchanged during the simulations.

Initially, the pressure field was assumed to be uniform and the
flow field was initialized with all variables varying linearly from
the conditions at the domain inlet to conditions at the wall. The
initial conditions specified did not affect the numerical solutions
appreciably after the initial stage of the simulation. For the setup
of initial conditions, a no-flow condition with zero initial veloci-
ties everywhere in the computational domain was also tested,
which showed no difference compared to the initial conditions
adopted after the initial flow developing stage. The no-flow initial
condition was not adopted, because it required longer simulation
time for the flow to develop.

3 Numerical Results and Discussion

Several computational cases were performed for an impinging
configuration with nozzle-to-plate distance of two jet diameters.
The computational cost related to this relatively small domain was
affordable for this study. In applications this shallow configuration
has the advantage of reducing the heat losses from the flame to the
surrounding environment. In the simulations, the considered jet
Mach number was Ma=0.3, which was based on the reference
quantities specified in the previous section. The Reynolds and
Prandtl numbers used were Re=2000 and Pr=1. The Reynolds
number under investigation is in the regime of transitional flow
[3]. The ratio of specific heats used was y=1.4. The impinging
wall temperature was 7,,=1. The dynamic viscosity was chosen to
be temperature-dependent according to w=pu,(T/T,)°7® with the
reference viscosity taken to be the ambient value. Parameters used
in the one-step chemistry were: Damkohler number Da=6, Zel-
dovich number Ze=12, flame temperature Tp;=6, and heat of
combustion Q,=300, respectively. These values were chosen to
give temperatures of the reacting flow typically encountered in
many non-premixed flames.

The dimensions of the computational box used were L,=L,
=8 and L,=2. It was tested that extending the domain size in the
cross-streamwise directions to L,=L,=12 did not lead to signifi-
cant changes in the numerical results, therefore L,=L,=8 was
adopted in the productive runs. A grid system with 208 X208
X 104 nodes was used with uniform grid distribution in each di-
rection. A grid independence test was performed and further re-
finement of the grid to 240 X 240 X 120 did not lead to appreciable
changes in the solution. The time step was limited by the Courant-
Friedrichs-Lewy (CFL) condition for stability and a chemical re-
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straint [21]. A CFL number of 2 was used in the simulations
performed, which also led to time-step independent numerical re-
sults. Parallel computations were performed on a 16-processor
Beowulf Cluster computer under the MPI environment. The re-
sults obtained were considered to be grid and time-step indepen-
dent. In the following, results will be discussed for four cases that
constitute a comparative study: a baseline nonreacting case with-
out external perturbation (case 0) and three reacting cases with no
perturbation (case A) and perturbation amplitudes of A=2% (case
B) and A=4% (case C), respectively. For the nonreacting hot jet,
there was a temperature ratio of 7,/7,=3 at the inlet, where sub-
scripts 0 and a represent the center of the domain inlet (jet nozzle
exit) and the ambient environment, respectively.

3.1 Instantaneous and Time-Averaged Flow
Characteristics. Figure 1 shows the instantaneous reaction rate
contours in the x=4 plane (the middle of the 3D domain) at ¢
=20 of the three reacting cases, respectively. In Fig. 1, it is evident
that the non-premixed flame initially formed in the primary jet
stream deflects from the wall and then convects along the surface
of the wall after the impingement. There is a large head vortex at
the end of the wall jet flame. The existence of this large head
vortex thickens the wall jet flame significantly. In the meantime, it
can be observed that there is a tendency of forming vortical struc-
tures in the primary jet stream for the perturbed cases. Vortical
structures such as the head vortex are important features of im-

h-t»—

pinging jets [30]. These vortical structures are caused by the
Kelvin-Helmbholtz-type shear layer instability that can play a sig-
nificant role in the mixing and entrainment.

In Fig. 1, however, it is noted that the external perturbation does
not affect the wall boundary layer of the impinging flame appre-
ciably. For jets, it is well known that there exists a preferred
frequency at which an external disturbance receives maximum
amplification in the jet column and the jet develops large-scale
vortical structures [29]. The results in Fig. 1 indicate that the
impinging flame is not significantly affected by the external per-
turbation. This is mainly associated with the shallow impinging
configuration and the relaminarization effect of the wall. An im-
portant feature of jet impingement is the wall re-laminarization
effect [22]. Upon impingement, the jet streamwise velocity decays
to a zero value, meanwhile, the jet spreads over the wall surface in
the circumferential direction that forms the wall boundary layer.
The viscous effects are important to the wall boundary layer,
which has a much larger flow cross-sectional area than that of the
jet primary stream. Therefore, the jet velocity decays significantly
after the impingement that consequently leads to the relaminariza-
tion of the jet flow. Because of this wall relaminarization effect,
the external perturbation does not have a significant effect on flow
structures of the wall boundary layer. This is consistent with the
literature [30], where it was understood that pulsation or pertur-
bation does not always improve the transfer rate because the
pulses may not reach up to the wall. In this study, the flow insta-
bility induced by the external perturbation does not reach up to the
wall boundary layer due to the very small nozzle-to-plate distance
of the impinging configuration and the re-laminarization effect of
the wall.

Figure 2 shows the instantaneous temperature contours in the
z=1 plane at r=20 of the three reacting cases. It can be seen that
the external perturbation does not have a significant impact on the
temperature fields in this plane of the computational domain. For
all of the three reacting cases, the maximum temperature locates
at around two jet diameters away from the centerline of the pri-
mary jet stream. Compared to Fig. 1, it can be identified that the
maximum temperature zone is located within the head vortex of
the impinging jet flame. There are two factors contributing to the
formation of this high temperature zone. First, the flow circulation
inside the head vortex can enhance the mixing between the fuel
and oxidizer. Second, the very low flow speed near the core of the
head vortex impedes the convective heat transfer and the heat
losses from the flame to its ambient environment. Both factors
lead to high temperatures within the head vortex. For all the three
reacting cases, the temperature near the core of the head vortex
reaches a value higher than 5.2.

For impinging hot jets and impinging flames, the near-wall heat
transfer can be measured by the Nusselt number, which is a di-
mensionless number that measures the enhancement of heat trans-
fer from a surface that occurs in a “real” situation, compared to
the heat transfer that would be measured if only conduction could

case B: case C:
2% perturbation 8- 4% perturbation

Fig. 2

Journal of Heat Transfer

Instantaneous temperature contours in the z=1 plane at {=20

AUGUST 2007, Vol. 129 / 953



e
W
1

[ -~ case 0: non-reacting
s - - case A: no perturb.
L N i RS — case B: 2% perturb.
a case C: 4% perturb.
_‘g 25
S20F
=
Té 15F
=
Z 10k
5 -
] L J
%9 I 2 3 45 6 7 8
Y
Fig. 3 Instantaneous Nusselt number at the wall in the x=4
plane at t=20

occur. Typically Nusselt number is used to measure the enhance-
ment of heat transfer when convection takes place. It is defined as
Nu=hD/k, where D is the jet nozzle diameter and k is the thermal
conductivity of the fluid and 4 is the heat transfer coefficient de-
fined as h=—k(dT/dz)/(Ty—T,,). Figure 3 shows a comparison of
the instantaneous Nusselt number at the wall in the x=4 plane at
t=20 of the four cases, including the nonreacting hot-jet case and
the three reacting cases. In Fig. 3, it is evident that the reacting
cases have a larger temperature distribution and, consequently,
larger heat transfer zone near the wall, compared to the nonreact-
ing case. A close examination of Fig. 3 also reveals that the in-
stantaneous Nusselt number fluctuates at regions near y=2 and
y=6 for the perturbed reacting cases B and C, where the Nusselt
number distribution shows small troughs and peaks. This is
mainly because of the existence of vortical structures in the per-
turbed cases. The unsteady vortex separation from the wall in the
perturbed cases leads to variations in the Nusselt number distribu-
tion due to the changes in the instantaneous thermal boundary
layer thickness. The instantaneous Nusselt number in Fig. 3 shows
a “bell-shape” distribution, which was reported extensively in the
literature [31]. In Fig. 3, it is also noted that the instantaneous
Nusselt number at the stagnation point y=4 is almost identical for
all the four cases and there is no difference between the non-
reacting and reacting cases. This is due to the fact that there is no
chemical reaction and heat release near the stagnation point, be-
cause the fuel has not been mixed with the oxidizer along the jet

— — -~ — case A: no perturb.
—— = case B: 2% perturb.
case C: 4% perturb.

case 0: non-reacting
— — — — case A: no perturb.
case B: 2% perturb.

centerline.

In this study, the time-averaged Nusselt number distribution at
the wall was calculated (the results are not included for brevity),
in order to validate the numerical simulations. For the time-
averaged Nusselt number, the differences between the three react-
ing cases almost diminish. Similar to the instantaneous Nusselt
number shown in Fig. 3, the time-averaged Nusselt number of the
reacting cases show a larger distribution near the wall than that of
the nonreacting case due to the combustion heat release in the
reacting cases. For the nonreacting hot-jet case (case 0), the peak
Nusselt number of 30 was reproduced near the stagnation point,
which is in close agreement with the experimental value of 31 in
the literature [32].

To compare the near-wall structures of different cases, Fig. 4
shows the instantaneous reaction rate, temperature and velocity
component v along the line y=2 in the x=4 plane. From Fig. 4(a),
it is observed that the reaction rate has a large distribution across
the wall boundary layer due to the existence of the head vortex.
The reaction rate in the near-wall jet region is higher than that in
the head vortex region. However, the temperature in the near-wall
jet region is lower than that in the head vortex region, as shown in
Fig. 4(b). This is because that there is a larger heat loss in the
near-wall region due to the presence of the “cold” wall. From Fig.
4(b), it is also observed that the reacting cases have much higher
temperatures in the near-wall region than the nonreacting case
because of the combustion heat release. Because of the very simi-
lar near-wall flow structures, the profiles of the three reacting
cases in Fig. 4 are almost overlapping. The existence of both
negative and positive velocities in Fig. 4(c) is associated with the
head vortex, where the flow reverses its direction.

Time averaging of the results was also performed to examine
the averaged near-wall flow properties. The time interval used for
the averaging is between #;=10 and 7,=20, after the flow had
reached a developed stage. Figure 5 shows the time-averaged tem-
perature and the velocity component v profiles along the line (x
=4,y=2). Apparently, the differences between the reacting cases
diminish in the time-averaged flow properties. Because of the
combustion heat release, the reacting cases have a much larger
near-wall layer than the nonreacting case, with higher temperature
and wall jet velocity. Because there is virtually no difference be-
tween the reacting cases in the time-averaged quantities, only one
case will be discussed in the following subsection.
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Instantaneous reaction rate, temperature, and y-velocity component

profiles at =20 along the line (x=4,y=2)
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Fig. 5 Time-averaged temperature and y-velocity component profiles along

the line (x=4,y=2)

3.2 Law-of-the-Wall Models for Near-Wall Flow and Heat
Transfer. Near-wall models are of great importance in engineer-
ing computational fluid dynamics (CFD), including both the
Reynolds-averaged Navier-Stokes (RANS) modeling approach
and large eddy simulation (LES). The reason behind is that in
RANS and LES codes, wall boundary layers are usually too thin
to be resolved. The usual technique to overcome this problem is to
make assumptions on the flow structure near the wall to avoid
having to resolve it. Law-of-the-wall models provide such ap-
proximations. Unfortunately, the classical law-of-the-wall models
of fluid flow and heat transfer were developed for nearly isother-
mal flows that neglected the presence of flame and variable den-
sity effects [1,2]. There were very few studies devoted to develop
law-of-the-wall models for nonisothermal flows encountered in
combustion, e.g., [33,34]. In this study, the time-averaged flow
quantities in the near-wall boundary layer were analyzed to exam-
ining the law-of-the-wall relations.

In the classical law-of-the-wall, all relations are expressed in
wall units where distances are scaled by a near-wall characteristic
length wy/ii,, where vy, and i, are the kinematic viscosity and
friction velocity at the wall, respectively. The velocity parallel to
the wall is scaled by i, and the temperature by T = ¢y /(pC,)ii.),
where ¢y is the wall heat flux. Based on boundary layer theory
and fits on experimental results, the law-of-the-wall scales the
near-wall velocity and temperature with the wall units. Figure 6
shows the calculated scaled velocity (v* is used to indicate the

L law-of-the-wall
————— velocity (v')
H ———— temperature (T")

velocity (v') & temperature (T)
o o o © o o
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(a) Non-reacting case 0

boundary layer flow in the y direction) and temperature along the
line (x=4,y=2) of a reacting case and the nonreacting case, in
comparison to the law of the wall in the relevant range of wall
distance. Because of the relaminarization effect of the wall and the
relatively low Reynolds number considered in this study, the wall
boundary layer is within the viscous sublayer where the law-of-
the-wall states that v*=T*=z", for unit Prandtl number Pr=1. It
can be seen from Fig. 6 that the agreement between the law-of-
the-wall and the DNS results is not satisfactory. This is not sur-
prising because the classical law of the wall is valid only for flows
in which temperature variations remain small. However, the tem-
perature variation for the reacting case reaches a maximum value
around 7/Tw=5 and a value about 2 for the nonreacting case.
Comparing Figs. 6(a) and 6(b), it can be seen that the reacting
case has much larger velocity and temperature profiles in the re-
gion close to the wall, which is due to the effects of combustion
heat release in the reacting case.

To address the fundamental problem of applying the law of the
wall for nearly isothermal flows to combustion applications, few
efforts have been made to derive law-of-the-wall relations for
nonisothermal flows that can be integrated into CFD codes for
combustion. In the literature [ 1], one approach based on the earlier
efforts [33,34] was to assume that law-of-the-wall relations could
still be valid, if reduced wall distance, mean velocity, and tem-
perature accounting for temperature changes were used
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Fig. 6 Comparison with the law-of-the-wall relations for nearly isothermal

flows along the line (x=4,y=2)
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Fig. 7 Comparison with the law-of-the-wall relations for non-isothermal flows

along the line (x=4,y=2)

dyt=Lav, a0 =Lar (1)
Pw Pw

where 7, /", and O* are the reduced wall distance, velocity, and
temperature, respectively. Figure 7 shows the calculated scaled y*
and ®* with %" along the line (x=4, y=2). However, the com-
parison between Figs. 6 and 7 is not conclusive, where it is diffi-
cult to judge whether the proposed law of the wall for nonisother-
mal flows better predicts the near-wall flow and heat transfer than
the classical law of the wall for nearly isothermal flows. From Fig.
7, it is also noted that the reduced wall distance in wall units is
significantly smaller than the classical wall distance shown in Fig.
6. This certainly raises doubts on whether the regimes of different
wall boundary layers can still be represented by the same wall
distance values as those for the nearly isothermal case [1].

In reacting flows, temperature and velocity equations are intrin-
sically coupled because temperature controls density and viscosity
that are important to momentum transport. This is also the reason
that the whole basis of law-of-the-wall models for nearly isother-
mal flows must be revised for flows with large temperature inho-
mogeneity. However, an examination of Eq. (1) reveals that it
only includes the variable viscosity effect due to temperature in-
homogeneity, but not the density effect (as a matter of fact, the
vl v=(uw/ w)(p/ py) in du* cancels out the p/py terms in dy*
and dO™). To rectify this, a revised law-of-the-wall model is pro-
posed by readjusting the reduced wall distance from #* to {*,
which is based on the dynamic viscosity
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Figure 8 shows the calculated scaled * and ®* with {*. A close
comparison between Figs. 7 and 8 shows that the proposed re-
duced wall distance {* based on the dynamic viscosity has im-
proved near-wall flow and heat transfer prediction by the law of
the wall. In the meantime, the revised reduced wall distance {* of
the boundary layer is much larger than that of #*. This implies
that the reduced wall distance defined in terms of the dynamic
viscosity can potentially improve the law-of-the-wall relations for
nonisothermal flows. It is noted that the revised reduced wall dis-
tance {* is smaller than the wall distance z* in the classical law of
the wall. This is because of the term wuy/ u in Eq. (2), which takes
into account the variable viscosity effect, is normally <1 due to
the temperature inhomogeneity near the wall.

The revised law-of-the-wall relations for nonisothermal flows
given in Eq. (2) are considered to be better than the law-of-the-
wall relations for nonisothermal flows given in Eq. (1) for two
reasons: first, the gradients of the revised law-of-the-wall relations
shown in Fig. 8 agree much better with the DNS results than the
law-of-the-wall relations shown in Fig. 7, where the law-of-the-
wall gradients for both velocity and temperature are smaller than
the DNS results, and second, the reduced wall distance {* is much
larger than that of 7' and Eq. (2) takes into account both the
variable viscosity and density effects while Eq. (1) takes into ac-
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Fig. 8 Revised law-of-the-wall relations for non-isothermal flows along the

line (x=4,y=2)
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count the variable viscosity effect only. The results shown in Fig.
8 are also slightly better than the results shown in Fig. 6, which
shows the classical law-of-the-wall relations for nearly isothermal
flows and does not take into account the variable viscosity or
density effect.

To more fully evaluate the performance of the proposed law-
of-the-wall model with reduced wall distance defined upon the
fluid dynamic viscosity, averaged temperature and velocity pro-
files at many locations of the three reacting cases were examined
in this study. The trends observed in Figs. 5-8 along the line (x
=4,y=2) were also observed along the lines of (x=4, y=1) and
(x=4,y=3) and many other locations. For brevity, the results
along other locations were not presented, but they are consistent
with those discussed above.

4 Concluding Remarks

A non-premixed impinging flame has been numerically ex-
plored by solving the compressible Navier-Stokes equations using
highly accurate numerical methods. Because DNS can provide
detailed information on the near-wall reacting boundary layer, it
was used to examine the effects of external perturbation on dy-
namics of the impinging jet flame. A comparative DNS has been
performed, including reacting cases with and without external per-
turbation and a nonreacting case. The simulations focused on a
relatively low Reynolds number Re=2000 and a small nozzle-to-
plate distance of two jet diameters. Both instantaneous and time-
averaged simulation results have been presented. The results
showed that the external perturbation does not affect the near-wall
combustion significantly due to the wall relaminarization and the
shallow impinging configuration.

Based on the time-averaged flow properties, the law-of-the-wall
relations for the near-wall flow and heat transfer were examined in
this study. It was found that the near-wall boundary layer of the
impinging flame is in the flow regime of viscous sublayer. It was
also identified that the law-of-the-wall relations for nonisothermal
flows in the literature need to be revisited. A reduced wall distance
incorporating the fluid dynamic viscosity was proposed to be used
in the law-of-the-wall relations for nonisothermal flows, such as
those encountered in combustion applications. It showed im-
proved prediction of the near-wall flow and heat transfer over the
law of the wall with the reduced wall distance defined in terms of
fluid kinematic viscosity in the literature.

The present study represented a challenging application of
DNS, which involved chemical reaction, wall, impingement, and a
range of flow scales. To reduce the computational costs, the Rey-
nolds number was necessarily low and the computational domain
size was relatively small in the impinging direction. However, it is
believed that the study revealed the basic features of impinging
flames, and increasing the Reynolds number, though desirable,
would not give fundamentally different conclusions because a vis-
cous sublayer exists near the wall at any Reynolds number. The
revised law-of-the-wall relation proposed for nonisothermal flows
in this study is not expected to change if simulations at higher
Reynolds numbers are performed. Nevertheless, to fully examine
the existing law-of-the-wall relations and to further develop law-
of-the-wall models for reacting flows, fully turbulent impinging
jet flames at much higher Reynolds numbers need to be investi-
gated. For a fully turbulent flow, quantities such as turbulent
Prandtl number and its variation near the wall can be examined.
For higher Reynolds numbers and larger nozzle-to-plate distances,
the external perturbation may also play an important role in the
near-wall flame dynamics. Effects of upstream flow conditions on
the near-wall combustion of high Reynolds number impinging jet
flames and a full examination of the law-of-the-wall relations for
turbulent flows will be topics of further study.
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Introduction

The use of vapor compression cycles for high-temperature-lift
space-conditioning systems and concern about the depletion of the
stratospheric ozone level has created an interest in high pressure,
zero-ozone-depletion-potential, near-azeotropic refrigerant blends
such as R404A and R410A as substitutes for refrigerants such as
R22. At the desired high heat rejection temperatures in high-
temperature-lift space-conditioning and water heating systems, the
saturation pressures of these blends approach and even exceed the
critical pressure. Thus, the critical temperature and pressure of
R404A are 72.05°C and 3729 kPa, while the corresponding val-
ues for R410A are 71.36°C and 4903 kPa, respectively. In com-
parison, the critical temperature and pressure for R22 are 96.15°C
and 4990 kPa, respectively [1]. Phase change at such near-critical
pressures in these refrigerant blends is not well understood, as
documented in the following section. Much of the literature avail-
able for the prediction of condensation heat transfer is at relatively
low operating pressures, and the validity of extrapolating these
models to near-critical pressures is not well established. This pa-
per presents the results of an experimental study of heat transfer
during condensation of refrigerant blends R404A and R410A in-
side horizontal 9.4 and 6.2 mm L.D. tubes.

Previous Work

Condensation inside horizontal tubes is governed by a combi-
nation of gravity forces and interfacial shear stresses, the relative
contributions of which change with the geometry and fluid flow
conditions. While the annular flow pattern is associated with high
vapor shear stresses, stratifying and wavy flows appear when
gravity forces dominate. Guo and Anand [2] presented an analyti-
cal model for stratified condensation of R-410A at 30<G
<2200 kg/m?-s in a 12.7 X 25.4 mm horizontal rectangular chan-
nel. The heat transfer coefficient was the area-weighted average of
the top, bottom, and vertical wall heat transfer coefficients. In
particular, for the side walls, they accounted for the combined
effects of gravity driven condensation and vapor shear in the axial
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direction to obtain the film thickness dependent on the axial and
vertical location. Chitti and Anand [3] developed a different
model for annular flow based on R22 condensing in 8§ mm hori-
zontal round tubes. Their model used the Prandtl mixing length
theory to obtain the momentum diffusivity. For closure, friction
velocity was calculated through the use of a two-phase multiplier.
Chitti and Anand [4] extended the experiments to R410A, with
various oil concentrations, and pure R-22, primarily in the annular
regime. They found a minimal effect (~10%) of condensing tem-
perature on the heat transfer coefficient because the operating con-
ditions (24-38°C) were well below the critical temperature. Heat
transfer coefficients for R32/125 mixtures were about 15% higher
than those for R-22.

Dobson et al. [5] investigated condensation of R-12 and R-134a
in a 4.57 mm horizontal tube at 75 <G <500 kg/m?-s at 35 and
60°C. In annular flow, the heat transfer coefficient increased with
mass flux and quality, due to the increased shear and the thinning
of the liquid film. In wavy flow, the heat transfer coefficient was
independent of mass flux and showed a slight increase with qual-
ity, which was attributed to the smaller pool depth at the higher
qualities. The heat transfer coefficients for R-134a were about
15% higher at 35°C than at 60°C because of the decrease in the
ratio of the densities of the vapor and liquid phases, which leads
to lower slip ratios, and also because of a decrease in thermal
conductivity at the higher temperature. For wavy flow, they used a
Chato [6] type correlation, while for annular flow they used the
two-phase multiplier approach. Dobson and Chato [7] extended
this work to 3.14 and 7.04 mm tubes, and also to R-22 and
R410A. For these revised correlations, they noted that the primary
thermal resistance in annular flow is in the laminar and buffer
layers. The role of entrainment was also not found to be very
significant, because they found that rarely did true mist flow with-
out a thin annular film coating the wall exist. For stratified wavy
flow, they accounted for the film condensation at the top of the
tube and forced convection in the liquid pool. They recommended
that the annular flow correlation should be used when G
>500 kg/m?-s, while for G <500 kg/m?-s, the annular flow cor-
relation should be used for Fry,>20, and the wavy flow correla-
tion should be used for Fry,<20. The applicability of this model
was extended for use with R407C by Sweeney [8], who proposed
mass flux-based modifications to Dobson and Chato’s annular and
wavy Nusselt numbers. Boissieux et al. [9] investigated conden-
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sation of R404A, R407C, and Isceon 59 (a blend of 46.6% HFC-
125, 59% HFC-134a, and 3.4% R-600) in a 9.5 mm tube for
150<G <400 kg/m?-s and 15°C<T,,<35°C, and recom-
mended the Dobson and Chato correlation for R404A.

Han and Lee [10] studied heat transfer characteristics of R410A
and R22 in smooth and microfin tubes of 7 and 9.52 mm O.D. at
30 and 40°C for 105< G <388 kg/m>-s. They attributed the in-
crease in 4 with x to the thinning of the liquid film around the tube
surface at the higher qualities. In addition, they found that & de-
creased slightly at higher Ty, due to the combined effects of de-
creases in density, thermal conductivity, and latent heat. They
noted that the decrease in density causes an increase in liquid film
thickness, which causes a higher conduction resistance. They
found that the heat transfer coefficients of R410A were 3 to 11%
higher than those of R22 due to the higher thermal conductivity of
R410A.

Ebisu and Torikoshi [11] also provided heat transfer and pres-
sure drop data for R410A during condensation in a 7 mm tube.
For 150<G <300 kg/m?-s, T,,=50°C, and 0.2<x<0.8, con-
trary to the results of Han and Lee [10] and Kwon and Kim [12],
they found that the heat transfer coefficients for R410A at these
conditions were slightly lower than those for R22, particularly for
low x. The heat transfer coefficients for x>0.4 were in good
agreement with the Haraguchi et al. [13] correlation. Kwon and
Kim [12] reported heat transfer coefficients for R22 and R410A in
9.52 mm tubes at T,,,=31°C and G=97, 144, and 202 kg/m>-s.
They developed a model for annular flow including the effects of
interfacial shear stress, liquid entrainment, and turbulent eddy vis-
cosity, and found good agreement with the R410A data. In a later
study, Kwon et al. [14] presented the predictions of their model
with and without liquid entrainment for condensation of refriger-
ant R22. The predictions for R22 were better than the earlier pre-
dictions for R410A.

Cavallini et al. [15-17] obtained heat transfer and pressure drop
data for several refrigerants and blends (R-22, R-134a, R-125,
R-32, R-236ea, R-407C, and R-410A) condensing in 8 mm hori-
zontal tubes, and developed models to predict their own data as
well as data from other investigators for 30<T7,,,<50°C and
100 <G <750 kg/m?-s. They noted that the data were often out-
side the recommended range of applicability for many of the cor-
relations in the literature, especially for the newer high-pressure
refrigerants such as R-125, R-32, and R-410A. The predictions of
some correlations were also not satisfactory within the stated
range of applicability. Therefore, they developed procedures pat-
terned after the approach of Breber et al. [18,19]. For annular flow
(j;> 2.5, X,,<1.6), they recommended the use of the Kosky and
Staub [20] model, which relates the heat transfer coefficient to the
frictional pressure gradient through the interfacial shear stress.
However, to compute the necessary frictional pressure gradient for
this model, they modified the Friedel [21] correlation to apply
only to annular flow, whereas it had originally been intended for
annular and stratified regimes. For j* <2.5, X,;<1.6, the heat
transfer coefficient is a combination o? the annular model evalu-
ated at the j*;=2.5 boundary and a stratified heat transfer model (a
combination of film condensation at the top and forced convection
in the liquid pool). They commented that liquid pool heat transfer
is significant at high values of p,. For j;< 2.5, X,,> 1.6, transition
from stratified to intermittent flows starts and occurs at a varying
value of X,;, defined by a transition mass flux. For slug flow, they
used data from Dobson and Chato [7] and Tang [22] to curve-fit a
single-phase correlation. The annular-to-slug transition across j;
=2.5 at high X,, was considered unlikely for most applications. In
such instances, they recommended interpolation between %,,,,14-
and h; based on x. For bubbly flow (high values of j;, X, and
p,), they recommended the annular flow correlation.

El Hajal et al. [23] and Thome et al. [24] developed heat trans-
fer correlations based on the work of Kattan et al. [25-27] on flow
boiling by fitting data from several investigators. Their basic
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premise is that void fraction is the most important variable in
determining flow regimes, pressure drop, and heat transfer. They
represented the void fraction (deduced by relating turbulent annu-
lar flow heat transfer data [15-17] to film thickness and then to
void fraction) as the logarithmic mean of the Rouhani-Axelsson
[28] drift-flux void fraction and the homogeneous void fraction.
Liquid-vapor cross-sectional areas are derived from the void frac-
tion to plot flow regime transitions adapted from the correspond-
ing boiling criteria. They state that the maps are applicable for
16<G<1532 kg/m?-s, 3.14<d<21.4 mm, 0.02<p,<0.8, 76
<(We/Fr);, <884, for several refrigerants and blends. Although
they showed qualitative agreement with some widely used maps,
much of the agreement is subject to interpretation and definition
of the flow regimes used by various investigators. In particular, an
unrealistically large intermittent regime, even for an 8 mm tube, is
predicted at x as high as about 45% and G = 1000 kg/m?>-s. For
the heat transfer model, Thome et al. [24] applied the turbulent
annular flow heat transfer equation of El Hajal et al. [23] around
the perimeter of the tube. For stratified flows, instead of treating
the liquid phase as a pool with a flat upper surface at the bottom of
the tube, they redistribute it as an annular ring, occupying the
portion of the tube circumference that would yield a liquid phase
cross-section equivalent to that of the stratified pool. This trans-
formation allows them to use a gravity driven film condensation
expression (with zero vapor shear) in the upper part of the tube,
coupled with forced convective annular flow for the lower portion
of the circumference for what would otherwise be a liquid pool.
The rest of the model is a weighted average of the contributions
based on the fraction of the circumference occupied by the “strati-
fied” portion. The multiple regimes identified in the first part of
the study are handled either as (a) fully annular forced convective
or as (b) consisting of varying combinations of upper gravity
driven and lower forced convective terms. Intermittent flow is
assumed to be predicted by annular flow equations. Mist flow is
handled as annular flow, assuming that the liquid entrained in the
vapor phase can be viewed as an unsteady annular film. Bubbly
flow is not modeled because it is not commonly encountered. The
model predicts the database for a wide range of fluids, operating
conditions, and diameters well, with 85% of the refrigerant data
predicted within 20%. This is about the same level of accuracy as
the correlations proposed by Cavallini et al. [16].

It is clear from the above discussion of the literature that most
prior investigations have focused on annular flow, pure refriger-
ants, or refrigerant blends condensing at low reduced pressures.
There is little literature available at saturation pressures approach-
ing the critical pressure. As will be demonstrated in this paper,
many of the commonly used condensation heat transfer correla-
tions result in significant discrepancies when predicting the heat
transfer coefficients for the higher pressures of interest in the
present study. The few studies that considered stratified-wavy flow
assumed that heat transfer in the liquid pool was negligible com-
pared to the film condensation in the upper portion of the tube,
which may not be appropriate at the higher mass fluxes. Thus, the
present study investigates heat transfer during condensation of
refrigerant blends R410A (in 9.4 and 6.2 mm inner diameter
tubes) and R404A (in a 9.4 mm inner diameter tube) at reduced
pressures p,=0.8 and 0.9 using the techniques described in the
following section.

Experimental Approach

Heat transfer measurements were conducted in the test facility
shown in Fig. 1. Detailed descriptions of this test facility were
provided in earlier papers by the authors [29,30]. Subcooled liquid
refrigerant is pumped through a tube-in-tube evaporator, in which
steam flows counter-current to the refrigerant to boil and super-
heat it. Temperature and pressure measurements at the super-
heated state enable determination of the refrigerant enthalpy. The
superheated vapor enters one of two precondensers, where city
water of the desired (variable) flow rate is used to partially con-

AUGUST 2007, Vol. 129 / 959



-

f i_@ |n|etx®‘r

; Desired
A ® outlet x

Shell and Tube
Pre Condenser

Test Section

Shell and Tube
Post Condenser

_®

1
\ @_} PRIMARY |
1

A L®

ut

o)

ICOOLANT!
iy Water I Loop | City Water

Out In 1 : Out In

1
M ‘-@ M)-T "@
oHO i ! O
Tube in Tube Secondary Coolant Tube in Tube
Pre Condenser Heat Exchanger Post Condenser

Secondary Coolant

JL@ Y
-®

> Tube in Tube
Evaporator

Superheated

()
0-.

Subcooled

|

In

Steam
| =1

Fig. 1 Test loop schematic

dense the vapor. One of the precondensers is a tube-in-tube heat
exchanger, whereas the other is a shell-and-tube heat exchanger.
These heat exchangers are switched back and forth during testing
depending on the amount of precondensation required. For ex-
ample, if high test-section qualities are required, the tube-in-tube
precooler is used, while for lower qualities, the shell-and-tube
heat exchanger, which has a higher cooling capacity, is used.
These two precondensers, with their different heat transfer surface
areas and variable cooling water flow rates, establish a wide range
of refrigerant conditions at the test section inlet. Refrigerant exit-
ing the precondensers enters the test section, which is a counter-
flow tube-in-tube water-cooled heat exchanger. One of two post-
condensers (tube-in-tube or shell-and-tube) downstream of the test
section is used to completely condense and subcool the refriger-
ant. The subcooled refrigerant enthalpy at the exit of the postcon-
denser and an energy balance on the postcondenser are used to
deduce the refrigerant enthalpy and quality at the outlet of the test
section. The test section quality is determined from an average of
the test section inlet and outlet qualities.

A 292 mm long tube-in-tube heat exchanger was used as the
test section. For the 9.4 mm L.D. case, a 12.7 mm O.D., 1.65 mm
wall inner copper tube and a 19.1 mm O.D., 1.65 mm wall outer
stainless steel tube formed the test section, while for the 6.2 mm
case, a 9.5 mm O.D., 1.65 mm wall thickness copper tube and a
15.9 mm O.D., 1.25 mm wall thickness outer stainless steel tube
formed the test section. Refrigerant flows through the inner tube,
while being condensed by a “primary closed loop coolant” water
stream flowing in counterflow (Fig. 1). This primary coolant in
turn rejects heat to an open loop city water stream in a shell-and-
tube heat exchanger. This arrangement of primary and secondary
coolant loops satisfies the requirements for the accurate determi-
nation of both the test section heat duty and the refrigerant heat
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transfer coefficient. Thus, primary coolant flowing at a high flow
rate through an annulus with a small gap ensures that the domi-
nant heat transfer resistance in the test section is on the refrigerant
side. However, because at the required high flow rate of the pri-
mary coolant, the A7 in this coolant is very small and prone to
high uncertainties, secondary coolant flowing at a much lower
flow rate is used to obtain a larger AT and thus measure the test
section Q accurately. Accurate heat duty measurement is particu-
larly important because of low heat duties involved in the deter-
mination of local h over small Ax. The secondary coolant flow
rate is adjusted as test conditions change to maintain a reasonable
AT and also small Q in the test section.

This approach depends upon the minimization of spurious heat
losses and gains from/to the primary coolant 100p Q,,pien: SO that
the test section heat duty Q,, ., can be calculated accurately from
a measurement of the secondary coolant heat load Q,, ;... Thus, it
is essential that the primary coolant circulation pump heat dissi-
pation Q,,,,, and the Qpien; are small fractions of Q,, ., and
also that they be estimated with reasonable accuracy. This ensures
that Q,, . is relatively insensitive t0 Q,ump and Quupiens> s
shown in a subsequent section. Low k insulation and small AT’s
between the primary coolant and the ambient minimize Q,,,picns-
Similarly, Q,,,, is minimized by using a pump with very high
efficiency over the range of flow rates and pressure drops encoun-
tered; the high efficiency results in an extremely low heat dissi-
pation. This technique of decoupling the determination of Q and &
through thermal amplification is described in greater detail in Ga-
rimella and Bandhauer [31].

The refrigerant and secondary coolant flow rates were measured
using Micromotion Coriolis mass flow meters with +0.10% and
0.15% uncertainties, respectively. Cooling water flow rates for the
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Table 1 Test conditions investigated

R404A R410A
Tube 1. D., mm 9.4 9.4, 6.2 mm
Pressure, kPa 2983, 3356 3922, 4413
Temperature, C ~61.8,67.3 ~61.1,66.6
Mass flux, kg/m>-s 200-800
Quality 0-1

precondenser were measured using a Rosemount Magnetic flow-
meter with a maximum uncertainty of +0.5%, while the postcon-
denser water flow rates were measured using banks of Gilmont
Accucal rotameters with a maximum uncertainty of +2%. Pres-
sure transducers with uncertainties of +0.25% of the span were
used to measure pressures of the refrigerant at various locations.
Temperatures were measured using a combination of platinum
RTDs and Type-T thermocouples. Measured temperatures, flow
rates, and pressures were continuously displayed and plotted as a
function of time using a data acquisition system to ensure that
steady state conditions are reached. Once steady state was
achieved, the sight glasses and pressure and temperature readings
were inspected to ensure an adequate degree of superheat and
subcooling, and the data were recorded. These experiments were
conducted for the qualities and mass fluxes in Table 1.

Data Analysis

For each data point, test section inlet and outlet qualities that
were used to calculate the average quality were determined using
the water-side heat duties of the pre- and postcondensers. An error
propagation approach [32] was used to estimate the uncertainty in
each calculated quantity. The analysis of a representative data
point for R410A condensing in the 9.4 mm tube at p=0.8 X p_.;»
G=302.4 kg/m?-s, and x=0.658+0.053 is described here. The
test section heat duty was calculated using an energy balance for
the primary coolant loop (Fig. 1) as follows:

Qw,rest = Qw,sec + Qambient - qump (1)

To calculate Q,,,,, the Ap in the primary loop was calculated first
to determine the ideal pumping power required for water circula-
tion. The actual power was obtained from the torque and pump
rpm. Pump curves available from the vendor provided the torque,
rpm, and efficiency for a given combination of flow rate and Ap.
Finally, the heat dissipation into the loop was obtained from the
efficiency and the actual power. A conservative uncertainty of
+50% was assumed for this calculated Q,,,,,,- For this represen-
tative case, Q,,, was estimated using this procedure to be
22+11 W. For this representative data point, Q,,.pien; Was esti-
mated to be 9+4.5 W (once again, with an assumed uncertainty of
+50%). The heat load in the secondary heat exchanger is calcu-
lated using the mass flow rate of the coolant (measured using a
Coriolis mass flowmeter) and the inlet and outlet temperatures.
The thermal amplification provided by the low flow rate of the
secondary coolant (1.18 X 1072 kg/s) is evident from the AT in
this fluid. Thus, the secondary coolant AT for this data point is
11.4°C, while the primary coolant AT is only 0.65°C. This AT,
coupled with the high-accuracy flow rate measurement, yields a
low uncertainty in Q,, s, +6.2%, (56135 W). Finally, combin-
ing the errors in O\ s Qpump> a0 Qyppicns USING AN €rTOT Propa-
gation technique, the test section heat duty is 547.5+37 W, i.e., an
uncertainty of 6.8%. Because the net contribution of the compen-
sating Q mpiens ANd Q) terms is small by design, the relatively
high assumed uncertainties in these terms are not very significant
in determining the test section heat duty. From this illustration, it
is clear that this technique provides heat duty measurements for
such low heat duties with a high degree of accuracy.
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The condensation heat transfer coefficient is determined from
the measured Q,, .5, the applicable A7, and the other thermal
resistances. The test section LMTD and Q of 25.06+0.79°C and
547.5£37 W, respectively, yield an overall UA of
21.85+1.56 W/K. The primary coolant flows through the annulus
side of the test section. The heat transfer coefficient for the cool-
ant flowing through this annulus was calculated from laminar and
turbulent Nu in annuli reported by Kays and Leung [33]. The
transition between laminar and turbulent flow was established
based on the lower (transition from laminar) and upper (transition
to turbulent) critical Re for different annulus radius ratios reported
by Walker et al. [34]. The Nusselt number in the transition region
was calculated using a logarithmic interpolation between the Nu
at the lower and upper critical Re.

For this representative data point, with a coolant flow rate of
1.146 X 104 m3/s, the Reynolds number Re=7014. With Pr
=4.98, the Nusselt number is 55.68, which results in coolant &
=11,143 W/m?K and a thermal resistance of 7.7 X 1073 K/W.
An uncertainty of 25% was assumed for this coolant-side resis-
tance. The tube wall resistance is 4.12X10™* K/W. The
refrigerant-side resistance is calculated from the measured UA of
the test section and the coolant-side and tube-wall resistances and,
for this case, is 3.77 X 1072 K/W. This yields a condensation h
=3079 W/m?-K. To estimate the uncertainty in this deduced con-
densation A, the uncertainty in the UA value discussed above is
coupled with an assumed coolant-side heat transfer coefficient un-
certainty of +25%, resulting in an uncertainty of £10.4% in the
refrigerant-side i (3079+320 W/m?-K). For this representative
data point, R,.fe/ Reoians=4-9, which ensures that the condensa-
tion side presents the governing resistance, and effectively mini-
mizes any sensitivity of the calculated condensation /& to the
coolant-side R. The resistance ratios ranged from 2.47 to 13.84 for
all the data points in this study with an average of 5.8. The un-
certainties in & ranged from 4.6% to 19.7%, with an average of
10.2%.

To validate heat transfer coefficients obtained using this thermal
amplification technique, wall temperatures of the tested tubes
were also measured using thermocouples (3 for the 9.4 mm tube,
6 for the 6.2 mm tube) soldered to the outer wall. The average
deviations between the wall-mounted thermocouples for R410A
experiments were 1.39°C (range: 0.4-2.9°C) and 0.36°C (range:
0.0-1.3°C) in the 9.4 and 6.2 mm tubes, respectively. For
R404A, the average deviation was 0.94°C (range: 0.19-2.06°C).
Using the measured tube-wall and refrigerant temperatures
(after accounting for the wall resistance), the condensation /i for
the representative data point under consideration was 2761
W/m2-K, i.e., 10.3% less than the & of 3079 W/m?2-K determined
from the thermal amplification technique. The average difference
between the refrigerant heat transfer coefficients for R410A ob-
tained using the resistance ratio and wall temperature methods
was 10.7% (5-18% range) and 10.4% (4.8—19.2% range) for 9.4
and 6.2 mm tubes, respectively. Similarly, for R404A, the average
difference was 5.39%, with a range of 0-19.4%. It should be
noted that these differences are within the uncertainties of obtain-
ing these local heat transfer coefficients, as established above.

Results and Discussion

Experimental Heat Transfer Coefficients. Heat transfer coef-
ficients and uncertainties for the 9.4 mm tube are shown in Figs. 2
and 3. These heat transfer coefficients were obtained over quality
increments of about 8—24%. It can be seen from these figures that
h increases with an increase in either x or G. The rate of increase
in h with G is larger at higher x. At the higher G, shear-controlled
condensation leads to the increase in & with x, because of the
increase in interfacial shear as the vapor velocity increases and the
decrease in film thickness. At low G and x, gravity forces domi-
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Fig. 2 Measured R404A h and uncertainties

nate, resulting in film condensation at the top of the tube and
forced-convective heat transfer in the pool of liquid at the bottom.
This explains the relatively lower sensitivity of /& to x in this
regime.

The effect of p, on h is shown in Fig. 4. There is a slight
decrease in 4 with an increase in p,, particularly at high x. This is
probably because of the compensating effects of an increase in C,
of the two phases by a factor of about 1.7-1.9, coupled with a
decrease in the /iy, by a factor of 1.33 as the pressure increases
from 0.8 to 0.9Xp,,;;. At low x, where £ is insensitive to changes
in flow parameters, the effect of p, is almost negligible. Figure 5
shows a comparison of 4 of R410A and R404A in the 9.4 mm
tube. The heat transfer coefficients for R410A are higher than
those of R404A for all cases under similar conditions. This is
because of the superior thermophysical properties of R410A for
the p, range under consideration (27% higher Cp,;, 37% higher
Cpg; 41% higher k;, 14% higher k,; 28% higher h,). Figure 6
shows a comparison of 4 for the 9.4 and 6.2 mm tubes. As ex-
pected, the smaller diameter of the 6.2 mm tube leads to larger i
under identical G and p, conditions. Thus, for a constant G and x,
the Reynolds number scales linearly with diameter. As the diam-
eter is decreased, Re decreases, which also implies that Nu de-
creases. While in single phase flows the decrease in Nu can be
captured in a single exponent such as NuoRe?$, a similar depen-
dence exists in condensation as well, i.e., Nu decreases at a lower
rate than Re. The resulting effect is that A Nu/D«D"/D. With n
typically <1, & increases with a decrease in D.

Comparison With the Literature. The heat transfer coeffi-
cients reported above were first interpreted in terms of the ex-
pected flow regimes for the operating conditions investigated in
this study. However, due to the absence of maps in the literature
for condensation of refrigerant blends at near-critical pressures,
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Fig. 3 Measured R410A h and uncertainties (9.4 mm tube)

the available maps for somewhat similar situations were used to
predict the possible regimes. The data were plotted on the Breber
et al. [19] map, in which transitions between flow regimes occur
at constant Martinelli parameters and dimensionless gas veloci-
ties. This map was particularly chosen because it is applicable for
a wide range of tube diameters (4.8—50.8 mm), pressures
(108-2489 kPa), and refrigerants (R12, R113, steam, n-pentane,
R11), and acknowledges that the transitions do not occur abruptly,
but over regions with some overlap. It was found that this map
predicted a large portion of the data from the present study to be
in the annular and mist regions, with some points falling in the
transition region between the four primary regimes, and relatively
few points in the slug and plug flow regimes (mostly R410A in the
9.4 mm tube). Even though none of the data points fell in the
wavy-stratified regions, many data were in the transition region
between annular/mist and wavy-stratified flows. The data were
also plotted on the flow regime maps developed by Coleman and
Garimella [35]. Their maps were developed for condensation of
refrigerant R134a in circular, square, and rectangular tubes (1
<d,<5 mm) for 150 <G <750 kg/m?>-s at p,~0.34. The low p,
and slightly lower diameters used in their study might lead to
some differences between the regimes predicted by their criteria
and those exhibited by R404A and R410A under the conditions of
interest in the present study. But these criteria were in fact devel-
oped for condensation of refrigerants (rather than boiling experi-
ments or simulations using air-water two-phase flow) and ad-
dressed the mass flux range of interest in this study; they were
therefore deemed to provide some guidance. Their map showed
that the current data would exhibit the discrete and disperse wave
flow, and annular flow (G>400 kg/m?-s and x>0.5) patterns,
with a few points at low qualities being in intermittent flow. Thus,
the flow regimes predicted by the Breber et al. and the Coleman
and Garimella maps were similar, except that the data predicted to
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Fig. 4 Effect of reduced pressure on h

be in the discrete and disperse wave regimes by Coleman and
Garimella appeared in the transition and slug and plug flow re-
gions in the Breber et al. map. Differences in definitions and cat-
egorizations of different kinds of flows, details of which are avail-
able in the respective papers, could be responsible for some of
these differences in the assignment of flow regimes.

With an understanding of the expected flow regimes for the
present data, the validity of models in the literature for these high-
pressure refrigerant blends operating at near-critical pressures was
assessed. (It should be noted that none of the heat transfer models
in literature are based on data encompassing conditions under in-
vestigation in the present study.) Comparisons with the models of
Dobson and Chato [7] are shown in Fig. 7 for the case of R410A
condensing in the 9.4 mm tube at p,=0.9. The average absolute
deviation of all the data in the current study from the predictions
of this model was 35.3%, with the deviations being higher at the
higher p,. In general, the data from the present study are between
the predictions of the annular and wavy-stratified submodels of
Dobson and Chato: their annular model strongly overpredicts the
current data, while the wavy-stratified model slightly underpre-
dicts the data. This overall result is understandable based on the
expectation from the discussion above that the current data are
mostly in the discrete and disperse wave regions according to
Coleman and Garimella [35] or in the transition regions between
the annular and wavy region according to Breber et al. [19]. Even
though the models were developed for diameters (3.14<d
<7.04 mm) comparable to present study, it appears that the low
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Fig. 5 Comparison of h for R410A and R404A (9.4 mm tube)

reduced pressures (p,<0.57) in their study contribute to the dif-
ferences from the present data. The underpredictions of the wavy
flow model may be because of the assumption that film conden-
sation is the dominant mechanism and that heat transfer in the
bottom of the pool is significant only at high G. They neglect the
effect of vapor shear at intermediate quality cases; however, even
though the vapor shear is not significant enough to cause annular
flow, it may still move some of the condensed film tangentially.
The use of the Zivi [36] void fraction model in their correlation
may also not be applicable to the present conditions. The abrupt
and unrealistic jump in heat transfer coefficient from the wavy-
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Fig. 6 Effect of diameter on h (R410A)
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Fig. 7 Comparison of measured h with Dobson and Chato [7],
Cavallini et al. [16,17], and Thome et al. [24] model predictions
(P=0.8X p,i» R410A, d=9.4 mm)

stratified to the annular region predicted by their model limits its
usefulness to the conditions under study here. In addition, the
Dobson and Chato [7] model predicts an increase in & for an
increase in p,, which appears unrealistic and is different from the
trends in the present data (e.g., at G=800 kg/m?>-s, d=9.4 mm,
x=0.63 for R410A, for an increase in p, from 0.8 to 0.9, the
predicted 4 increases from 8989 to 10,113 W/ m2-K, whereas the
experimental / decreases from 5647 to 5252 W/m?>-K).

The predictive capabilities of the models of Cavallini et al.
[16,17] are also shown in Fig. 7. As stated in the literature review
section, these models consist of submodels for annular flow,
annular-stratified flow transition, and stratified-slug and slug flow
essentially through interpolations between shear and gravity
driven models. These predictions are in better agreement (22.9%
average absolute deviation) with the present data than the predic-
tions of the Dobson and Chato model. The models underpredict
the data with the average absolute deviations ranging from 14.5%
for R404A in the 9.4 mm tube to 35.1% for R410A in 6.2 mm
tube. The somewhat better predictions of these models are not
surprising given that these models are applicable for condensation
of halogenated refrigerants in tubes with 3<d<<21 mm, p,
<0.75, and p;/p,>4. The conditions for the present study, p,
=0.8 and 0.9, and 2.69 <p,/p,<4.72, are only slightly outside
this range of applicability. Some of the discrepancies in these
models may also be due to the fact that the interfacial shear stress
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(approximated as the wall shear stress) in their model is obtained
from a frictional pressure drop model—discrepancies in the pres-
sure drop model might lead to deviations in the heat transfer
model.

Figure 7 also shows comparisons with the predictions of the
model by Thome et al. [24]. This model predicts the data from the
present study fairly well for both refrigerants at p,=0.8 in the
9.4 mm tube (8.8% average absolute deviation for R404A and
10.7% average deviation for R410A). However, for other pres-
sures and diameters, the deviations are high, with the maximum
average absolute deviation being 29.6% for R410A in the 6.2 mm
tube at p,=0.8. The average absolute deviation for all the data
from the predictions of this model is 18.0%. It should be noted
that this model predicts an increase in & with an increase in p,
(similar to the model of Dobson and Chato [7]), whereas the trend
should show decreases in & as p, rises. For example, for R410A
condensing in a 9.4 mm tube at G=800 kg/m?-s and x=0.63, for
an increase in p, from 0.8 to 0.9, the predicted /4 increases from
5869 to 6832 W/m?2-K, whereas the measured / decreases from
5647 to 5252 W/m>-K.

Conclusions

Heat transfer during condensation of R404A and R410A in 9.4
and 6.2 mm tubes was investigated. The experiments were con-
ducted at 80% and 90% of the critical pressure for 200<G
<800 kg/m?-s in small quality increments over entire vapor-
liquid region using a thermal amplification technique that mea-
sures heat duty accurately while also providing refrigerant 4 with
low uncertainties. The average uncertainties in the heat transfer
coefficients were £10% and 14% for 9.4 and 6.2 mm tubes, re-
spectively. It was found that, due to the compensating variations
in properties at near-critical pressures, a change in p, from 0.8 to
0.9 is not significant enough to cause an appreciable change in
heat transfer coefficients. The heat transfer coefficients in the
6.2 mm diameter tubes were higher than those for the 9.4 mm
tubes. Also, the heat transfer coefficients for R410A were higher
than those for R404A because of the superior thermophysical
properties of R410A. The flow regime maps (or transition criteria)
developed by Coleman and Garimella [35], Breber et al. [19], and
Dobson and Chato [7] all result in a similar categorization of the
condensation data into the applicable flow regimes. The data from
the present study primarily fell into two flow regimes: wavy-
stratified and annular flow. Very few data points were in other
regimes such as intermittent and mist flow. None of the available
correlations in literature were able to satisfactorily predict the heat
transfer coefficients during condensation of refrigerant blends
R404A and R410A at such high p, over the entire range of con-
ditions investigated in this study. The wavy flow model of Dobson
and Chato [7] underpredicted the data while their annular flow
model overpredicted the data. There were also abrupt changes in &
predicted by their models as the flow changed from annular to
wavy regimes. The correlations of Cavallini et al. [16,17] and
Thome et al. [24] result in better prediction of the data from the
present study. It is believed that the present study represents one
of the first attempts at measuring local condensation / in refrig-
erant blends close to the critical region. These results yield in-
sights into the effects of reduced pressure, quality, mass flux, and
geometry at near-critical conditions, and will enable more accu-
rate design of refrigerant condensers necessary for the develop-
ment of high-temperature-lift space-conditioning and water heat-
ing systems.

Nomenclature
Cp = specific heat, J/kg-K
d = diameter, mm
Fr = Froude number
G = mass flux, kg/m?>s
h = heat transfer coefficient, W/m2-K
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hs, = latent heat of condensation, J/kg

Jg = superficial gas velocity, dimensionless

k = thermal conductivity, W/m-K
LMTD = log-mean temperature difference, K
Nu = Nusselt number, dimensionless
Pr = Prandtl number, dimensionless
p, = reduced pressure, dimensionless
QO = heat transfer rate, W
R = thermal resistance, K/W
Re = Reynolds number, dimensionless
T = temperature, °C
UA = overall heat transfer conductance, W/K
We = Weber number, dimensionless
X,; = Martinelli parameter, dimensionless
x = quality, dimensionless
AT = temperature difference, °C
Ax = change in quality, dimensionless
p = density, kg/m?

Subscripts and Superscripts
crit = critical
§ = gas
[ = liquid
LO = liquid only
refg = refrigerant
sat = saturated
so = Soliman
w = water
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1 Introduction

Droplet evaporation on a heated surface has a variety of impor-
tant applications in diverse areas of engineering, including elec-
tronics cooling, and thermal management for high heat flux equip-
ment used by nuclear and electronic industries [1,2]. Selected
metallurgical industries, such as aerospace industry and liquified
natural gas (LNG) shipbuilding, are highly interested in the drop-
let evaporation phenomena associated with aluminum welding de-
ficiencies [3]. When sophisticated aluminum welding is per-
formed, the quenching of aluminum parts yields nonuniform,
mechanical properties that causes a quality problem of surface
cracking. Quenching involves exposing the high-temperature part
to a liquid quenchant such as condensed water droplets, resulting
in a relatively large and rapid fall in the local temperature. An-
other closely related application is in printer technology [4] where
the quality of inkjet printing crucially relies upon the rapid and
uniform evaporation of ink droplets. While a number of studies
have been made to examine bubble evaporation characteristics,
almost all previous studies have concentrated on examining mac-
roscopic measurables.

For the case of planar thin film evaporation, Oron et al. [5]
presented the progressive dryout and separation of the thin film in
possibly the most comprehensive review article in the field. Their
primary focus was on the film spread and contraction, and their
contents somewhat share with the present observations. In our
case, however, the droplet spreads within a 1 s period and the
constant contact angle remains unchanged for the longest evapo-
ration period of several hundred seconds. In addition, they con-
sidered varying contact surface areas while we considered a con-
stant contact surface area.

Xiong et al. [6] used thermocouple probes to measure the hot
plate bulk temperature and overall heat flux variations during
droplet evaporation. This study varies hot plate temperature from
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film evaporation at relatively low temperatures to the spheroidal
vaporization for different test fluids, including water and various
hydrocarbon liquid fuels presenting a single averaged value for
overall heat flux and bulk temperature.

Bernardin et al. [3] investigated the temperature dependence of
the advancing contact angle of a water droplet on an aluminum
polished heating surface, using a single thermocouple probe em-
bedded below the heated surface. This experiment presents the
temperature information of the heated aluminum surface at a
single spatial point that is approximately at the center of the drop-
let. However, this study lacks spatially resolved thermal data that
are necessary to properly characterize droplet evaporation accom-
panying microscale heat and mass transport.

Makino et al. [7] examined the influence of water droplet
evaporation on a heated metal surface by measuring the voltage
variations of an electric probe. They used four types of materials
for water droplets ranging from 2.54 mm to 4.50 mm in diameter.
While this study provides some quantitative data for the voltage
variations correlating droplet evaporation, it fails to present mean-
ingful temperature variation or heat flux variation data associated
with droplet evaporation.

Crafton et al. [8] measured the heat transfer and evaporation
rates of both heptane and water droplets on heated metal surfaces.
This team of researchers presented the heat flux data of its experi-
ments by assuming constant droplet evaporation; with this evapo-
ration rate they calculated heat flux. The study also assumes con-
stant temperature inside of the droplet and calculates only one
gross heat flux value per droplet. No spatial or temporal heat flux
information is given.

Klassen and di Marzo [9,10] used the infrared thermography
technique in their first attempt to measure the spatially and tem-
porally resolved temperature distributions for a single evaporating
droplet. The major drawback of this study, however, is that the
infrared is so excessively absorbed by water that no reliable data
could be obtained for the droplet contact surface area. For this
reason, useful temperature measurements are available only for
the peripheral heated surface outside the droplet contact surface.
Dawson and di Marzo [11] again employed the infrared thermog-
raphy technique in their later study of evaporative cooling. In this
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study, they injected multiple water droplets of 10 uL+1 uL onto
a 180°C heated Macor tile. Because of the aforementioned limi-
tation of the infrared thermography technique, measurements were
only possible for the surface area outside of the droplet—surface
contact.

The model of di Marzo and Evans [12] describing the droplet
evaporation life time is based on the assumption that a linear
temperature profile prevails inside the droplet and that boundary
condition involves both the vapor molar flux and vapor molar
fraction. Because di Marzo and Evans take such a different ap-
proach to the problem, it is not readily possible to compare this
model to the present findings.

Michiyoshi et al. [13] used an electro-probe to measure the
variation of heater supply voltage during the evaporation of a
single water droplet on various heated plates, including copper,
brass, carbon steel, and stainless steel. Based on their experimen-
tal observations, only qualitative temperature profiles were pre-
sented for the heater surface contacting the droplet. The results
identify a sharp drop in temperature upon droplet contact and
show a constant temperature drop for almost all of the remaining
evaporation period, until dryoff returns it to the dry heater tem-
perature [14].

Using a control volume method, Chandra et al. [15] calculated
the temperature history both inside and outside the droplet during
evaporation, then attempted to validate their predictions with ex-
perimental data from the aforementioned study by Klassen and di
Marzo [9]. However, a later publication by Klassen and di Marzo
[16] revealed that their published data in Ref. [9] had been unre-
liable, as the limitation of the infrared thermography technique
had been overlooked.

Rule and Kim [17] fabricated two-dimensional, individually
controlled 96-heater arrays to study the heat transfer behavior of
pool boiling of FC-72 under a constant temperature condition.
Since pool boiling behavior is inherently unstable, the heat flux
data provided from individual heater arrays reveals large temporal
fluctuations and are not interpretative. The primary results of the
study, therefore, are presented as averages of either the array or
group to derive meaningful temporal heat flux characteristics.

Lee et al. [18] showed the time and space resolved heat transfer
characteristics of single droplet cooling using a two-dimensional
array of (270 um X 270 um?) microheater elements under super-
heated temperature condition. The heater array used in this study
was able to maintain constant temperature with the help of a feed-
back circuit. The researchers used Wheatstone bridge and OP amp
for temperature control. For the experiment, PF-5060 liquid was
placed on the heater array and the heater’s heat flux variation was
measured; however, droplet movement on the microheater arrays
made it difficult to evaluate any spatially resolved heat flux and
temperature variation.

Hu and Larson [19] found both theoretically and experimentally
that the net evaporation rate from the droplet remains almost con-
stant with time for a small initial contact angle, even though the
local evaporation flux is higher at the edge than inside of the
droplet. Their results qualitatively agree with the present study in
that the heater temperature remains the same for most of the entire
period of evaporation, and evaporation temperature is higher at
the edge of the droplet than inside. Ajaev [20] mathematically
calculated the transient contact angle, thickness, radius, and heat
flux of a spreading liquid droplet that was dropped from a finite
height down to a heater surface. This study predicts fairly well the
dynamic behavior of droplet evaporation under geometrical
changes.

None of the aforementioned studies yield data that are appro-
priately resolved enough to measure the mechanism of droplet
evaporation. To elucidate this phenomenon, we have fabricated a
microscale heater array and achieved spatially and temporally re-
solved thermal data for evaporating droplets. Each heater works
both as a heater and a temperature sensor based on the resistance—
temperature relation of a thin, gold deposit heater layer. Direct
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Fig. 1 Three-layered microheater design by AutoCAD

measurements of heater resistance variations associated with tem-
perature drop of the evaporating droplet allow for determination
of the instantaneous surface temperature for each heater with mi-
croscale spatial resolution. The microfabricated heater array tech-
nique also alleviates the intrinsic problem of the infrared detection
technique associated with its absorption in water [10].

2 Design and Fabrication of Microheater Array

The microheater array design (Fig. 1) consists of three layers:
the heater line layer (Fig. 1(a)), the connection wiring layer (Fig.
1(b)), and the opening layer for power line soldering (Fig. 1(c)).
Each of the identical 32 line heaters is 100 um wide with 100 um
spacing, 0.5 um thick, and 1.5 cm long. Thus, the entire heater
array occupies a rectangular heating area of 0.945 cm” (0.63 cm
X 1.5 cm). Our rectangular array design is intended for compre-
hensive use not only for spherical drops, but also for elongated
drops and flat, thin-film boundary, whereas the square design is
limited to function only for spherical drops.

All individual wiring layer lines, which connect the line heater
ends to the corresponding soldering electrodes, are designed to
have an identical resistance value 0.133 times that of the line
heater resistance. Each of the wiring layer lines has a surface area
2.885 times larger than that of a single line heater. Under the
constant current operation the heating power, i’R, is linearly pro-
portional to the resistance and, thus, the heat flux from the line
heater is 21.70 times (0.1337!*2.885) higher than that from the
wiring line. The wiring line resistance varies linearly with its tem-
perature by the linear relation, R=R(1+a(T—T,)). Since the tem-
perature rise is proportional to the heat flux, the temperature rise
of the line heater is 21.7 times larger than that of the wiring line.
For example, for the heater temperature rise of 55°C, the wiring
line temperature rises only 2.53°C, which corresponds to a
0.34°C increase of heater temperature. Substituting these values
in the resistance—temperature equation shows that the wiring line
resistance increase accounts for only 0.096% of the heater resis-
tance. Therefore, the error associated with the resistance variation
of the wiring line is considered negligible within acceptable
accuracy.

The microheater array was fabricated at the class-1000 clean
room located at Texas A&M University. A sputter coater was used
to attach the gold seed layer onto a glass substrate. Since gold
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Fig. 2 Schematic illustration of the fabrication process for the
three layers: the seed layer (a), (b) the heater layer (c)-(f) and
the wiring layer (g)—(j) subprocesses

cannot be directly attached to the soda lime glass substrate, a
10-nm-thick chromium-bonding layer was coated to the substrate
(Fig. 2(a)). Then, the 50-nm-thick gold seed layer was coated over
the chromium layer (Fig. 2()). Figures 2(c)-2(e) show the heater
layer fabricaton. After spin coating PR Shipley 1818 (Fig. 2(c)),
ultraviolet (UV) lithography was performed, using a mask aligner
to carefully align the micropatterned mask (Fig. 2(d)). Gold was
electroplated under a constant current mode (Fig. 2(e)). Then, the
remaining PR was removed using isopropyl alcohol and acetone
wash (Fig. 2(f)). The wiring layer fabrication used the same pro-
cess shown in Figs. 2(g)-2(j). Because the gold and chrome seed
layers were left covering the entire substrate, the seed layer re-
moval process was conducted by etchant to ensure electrically
separated heater lines and connecting wire configurations (Figs.
3(a) and 3(b)). Then, to physically protect the heater and wiring
lines and to prevent electric shorts between them, the entire
layer—except for the opening layer electrodes for later
soldering—was coated with SU-8 2002 (Figs. 3(c) and 3(d)). The
coating thickness was uniform at 2 um, i.e., 1.5 um coating on
top of the 0.5 um heater lines.

For relatively narrow temperature ranges, such as the range
tested from 273 K to 400 K, the temperature—resistance relation
of gold is nearly perfectly linear as

R=Ry(1+ a(T-T,)) (la)
where the resistance R varies linearly with the slope of
temperature—resistance coefficient =0.003715 K~! for gold. For
a single linear resistor element, the resistance—temperature rela-
tion can be readily reduced to the resistivity—temperature relation,
using R=p*L/A, where p is the resistivity; L denotes the length
of resistor; and A denotes its cross-sectional area
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p=po(l +a(T~Tp)) (1b)
Equation (la) or Eq. (1b) can also be expressed as
L
R=po[l+a(T-Tp)]— (le)
w-d

A comparison of the linearized data expressed by Eq. (1a) with
the actual measured resistivity data [21,22] is shown in Table 1.
For the present experiment on slow evaporation of water droplets,
the maximum temperature condition will not exceed 80°C, and
the linearized relation of Eq. (1a) can be used with a linearization
error of less than 0.1%.

To minimize heat loss from the backside of the substrate, the
1.5-mm-thick (d,) glass substrate (k,=1.4 W/m K) is placed on a
1-cm-thick (d,) acrylic sheet (k,=0.14 W/m K). Then, the acrylic
sheet is attached to an aluminum block as a heat sink that is
maintained at the room temperature 25°C. A one-dimensional
heat conduction model is used to estimate the amount of heat loss
from the bottom surface of the heater. The total thermal conduc-
tivity of the glass substrate and acrylic sheet below the heater
array is calculated as k;,=0.159 W/m K from

Table 1 Comparison between measured gold resistivity
[13,14] and the linearized data approximated by Eq. (1)

Measured gold Calculated gold resistivity by  Percentile

Temperature resistivity the linearized equation, Eq. (1 errors
(K) (Qm) (Qm) (%)

273 2.051% 1078 2.051% 1078 0.00
293 2214%1078 2.214% 1078 0.00
300 2.271% 1078 2.272% 1078 0.03
350 2.685% 1078 2.683% 1078 0.08
400 3.107 %1078 3.094 X 1078 0.42
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kik,(d;+d
o= s a( s a) (2)
kyd, + k,d,
Then, the heat flux to the aluminum block sink is given as
AT
‘Ibzktotda_'_dx 3)

where AT denotes the temperature differential between the heater
array and the sink; and ¢, is calculated to range from 3.3% to
3.9% of the total heat flux of microheater array for the tested
range from 40°C to 80°C.

3 Experimental Setup

Figure 4 presents a schematic illustration for the constant—
voltage operation of the microheater array. A precision HP 6033A
dc power supply powers the heater line array with a constant
voltage, specifying a constant dry temperature based on the lin-
earized resistance—temperature relation of gold, Eq. (1a). Input
voltages of 2.09 V, 3.00 V, and 3.53 V provide the tested dry
heater line temperatures of 40°C, 60°C, and 80°C, respectively.
The individual data acquisition from the 32 line heaters is
achieved using two NI PCI 6013 boards with two CB 68-LP
shield connectors. Each line heater with identical resistance ap-
proximately at 8 () is serially connected to a 51 () resistor, as a
voltage divider. The measured voltage across the 51 () resistor
determines the current as Iy=Vg,/Rgi,(=51 Q). The resistance of
the line heater is calculated from Ry=(VyRg,)/ Vgiy» and the line
heater temperature is determined from the resistance—temperature
equation, Eq. (1a). The heat flux is determined by the power con-
sumption of the line heater, i.e., 112-1RH~ The NI PCI-6013 board has
a 16 bit resolution with a measurement limit from +10 V to
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—10 V, which is equivalent to 0.31 mV uncertainty. In all, includ-
ing device uncertainty, intrinsic system temperature uncertainty is
approximately +0.2°C.

All experimental procedures, including data acquisition, are re-
corded in PC busing the Labview software. Canon Macrolens FD
50 mm captures dynamic images of evaporating droplets. A more
comprehensive description of the experimental setup and its op-
eration is available in the leading author’s dissertation [23]. A
precision 10 uL. syringe is used to apply water droplets at three
different volumes of 3 uL, 5 uL, and 10 uL, on the heater array
surface. Droplets are gently placed by using a precision jack that
holds a microsyringe. Once positioned near the heater surface, a
specified volume of liquid is slowly injected until the droplet
touches the surface at nearly zero velocity. The droplet is not
under any advancing or receding motion thereafter, and there is
little possibility of effects of different contact angles on the result-
ing evaporation characteristics.

Before each experiment, the microheater surface is thoroughly
cleaned with 99.9% isopropyl alcohol and is then dried for 30 min
in a clean environment to ensure a dust-free and stain-free surface.
The tested water droplets range from 2.1 mm (3 L droplet) to
3.24 mm (10 uL droplet) in wet diameter. The experiment is done
under the open space of a thermally controlled laboratory. In par-
ticular, the room temperature is maintained as 25°C with little
variations. The effect of the environmental humidity is expected
to be negligibly small, since the experimental time frame was
approximately 5% of the total evaporation time for the case of
natural evaporation at the laboratory.

When the droplet volume is sufficiently small, surface tension
dominates to form its shape upon contact with the solid surface
because of negligible gravitational deformation. This assumption
is valid when the total droplet volume is less than 1 wL [24]. The
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Fig. 5 Sequential images of slowly evaporating water droplets on the microheater array at

T,=60°C

larger droplets are distorted from the spherical cap shape because
of gravity and, indeed, the condition for the spherical cap assump-
tion is still in dispute, as published in numerous articles (i.e. Ref.
[25]). On the other hand, Padday and Philos [26] proposed an
oblate hemi-ellipsoid model, while Erbil and Meric [27] proposed
ellipsoidal cap geometry for the droplet shape regardless of its
volumetric size.

The spherical cap model [28,29] thus may be applied to deter-
mine the initial contact angle () and the height (k) of the spread
droplet, which is assumed to have a perfectly spherical “cap”
shape

wrzvet(l —cos 0)*(2 +cos 6)

Vol = 3
3sin’ ¢

(4)
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Fyet

0 h
tan[ 5 ] (5)
Using Egs. (4) and (5), the initial contact angles and heights are
calculated as 97.83 deg and 1.204 mm for the 3 pL droplet and as
94.34 deg and 1.748 mm for the 10 uL droplet assuming perfect
sphericity.

Zhang and Chao [30] introduced the technique of contact angle
measurement with a shadowgraphic method. They utilized the
shadow size of the droplet on the screen to measure droplet
height, however this method cannot be used in this experiment
because the microheater keeps the light from penetrating and does
not allow for shadowgraphic imaging. To prevent droplet migra-
tion, we did not conduct the boiling experiments. In boiling con-
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evaporation time on epoxy surface and open chamber

dition, vapor nucleation causes the droplet to move during evapo-
ration. Another factor we consider was heater surface treatment.
We treated 100 W oxygen plasma reactive ion etch (RIE) for
1 min to make the surface hydrophilic [31]. With our surface hy-
drophilic treatment, a water droplet can maintain a constant con-
tact radius for over 90% of its evaporation time, with its initial
contact angle exceeding 90 deg.

The results seem to conflict with the generally known fact that
the constant contact area evaporation is observed when the contact
angle is less than 90 deg [29,32,33]. However, since gravity tends
to flatten the spherical shape into an ellipsoid, it is the authors’
belief that the calculated results have been somewhat overesti-
mated compared with the actual contact angles and heights.
Bourges-Monnier and Shanahan [28] studied the point of contact
for a 4 uL water droplet with an epoxy resin surface, presenting a
measured, initial contact angle of approximately 88 deg that con-
tinued to decrease thereafter. Because the present SU-8 coated
contact surface shares similar material characteristics with an ep-
oxy surface [34], the contact angles of the tested droplets are
estimated at somewhat less than 90 deg. In addition, Crafton et al.
[8] also demonstrated that water droplets under a similar contact
surface maintain nearly constant contact area during evaporation
while the droplet heights and contact angles both continuously
decrease from their initial values.

Figure 5 shows sequential images of the evaporation progress
of a 10 uL droplet on a dry heater temperature of 60°C with a
dryout time 7=293 sec. At the beginning of evaporation at /7
=0, water contacts the heater surface and maintains the same con-
tact area until evaporation is nearly complete. Until reaching 94%
of evaporation time, the droplet’s diameter remains the same be-
fore rapidly shrinking. For all tested conditions of three different
droplets (3 uL, 5 uL, and 10 uL volume) and three different dry
temperatures (40°C, 60°C, and 80°C), constant area evaporation
prevails and all three evaporation processes are qualitatively
similar.

Figure 6 illustrates the progress of wet radii for the three tested
droplet volumes from a captured video image analysis. The data
verify constant area evaporation for more than 90% of the total
evaporation period. The square symbols indicate the measure-
ments by Bourges-Monnier and Shanahan [28], who allowed a
3 uL water droplet to slowly evaporate on a polished epoxy sur-
face without any heating. Their results show constant area evapo-
ration for less than 80% of the evaporation period. This discrep-
ancy is mainly attributed to the weaker “pinning” of a surface that
is less hydrophilic than the present plasma treated SU-8 surface,
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which was designed specifically for enhanced hydrophilicity and
stronger pinning along the contact surface boundary.

The dryout times (Table 2) of the tested droplets persistently
increase with increasing droplet volume and decrease with in-
creasing dry-surface temperature. The tested droplet volumes are
3 uL, 5 pL, and 10 pL, and their wetting droplet radii are mea-
sured as 1.05 mm, 1.25 mm, and 1.62 mm, respectively. The
larger droplet increases the contact area between the droplet and
the heater surface, and the increased heated surface accelerates the
evaporation rate. While droplet volume increases more than three
times from 3 uL to 10 uL, the dryout time increases less than
three times, as the contact area increases by 2.4 times. This is
attributed to two observations: the evaporation rate increases with
the contact surface area, while the contact surface area increase
rate is slower than of the droplet volume.

Considering the dryout time as a functional form of the related
parameters

Tzf(Th’ Td? Vd’ 705 rwet) (661)
where T}, and T, represent the heater temperature and the droplet
initial temperature (constant 25°C for all tested cases), respec-
tively, V, is the droplet volume in uL, and 7, refers to the refer-
ence evaporation time for the smallest V;=3 uL droplet under the
highest 7,=80°C heater temperature.

Using the Buckingham Pi theorem [35], a dimensionless form
of the parametric relation with three unknown parameters is con-
structed, then linear regressions for the unknown coefficients are
performed using an EXCEL program, resulting in

Table 2 Measured dry-out time (7 in seconds) for complete
evaporation of droplet for three different droplet volumes and
three different dry-surface temperatures

Droplet Volume

(uL)
—
Dry-heater 3 5 10
surface Temperature (1.05 mm (1.25 mm (1.62 mm
(°C) wet radius) wet radius) wet radius)
40 294 369 724
60 115 163 293
80 71 100 142
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where the regression parameter R>=0.9752 shows an excellent
regression fitting. Figure 7 presents a comparison of the measured
dryout time data with the calculated dryout times based on the
above regression equation for all nine cases tested in Table 1. The
comparison reveals highly correlated regression of Eq. (6b). Ac-
cording to the equation, total evaporation time is almost propor-
tional to the temperature difference between the droplet and
heated surface, which is of great physical importance.

4 Tomographic Deconvolution of Line-Averaged Raw
Data

The “line-averaged” data are obtained from direct measure-
ments of the overall resistance variation of each heater line and
are recorded as raw data by the PC DAQ board. The value of
temperature converted from the line-averaged resistance data is
valid only if each heater is imposed to have a uniform temperature
at any given instant of time. In reality, however, a substantial
temperature gradient exists. The different heat transfer character-
istics between dry and wet sections prevail on a single heater
surface, and the temperature gradient distribution varies in time as
droplet evaporation progresses.

In order to determine the distributed temperature profile ac-
counting for the temperature gradients, tomographic conversion
[36-38] is conducted to deconvolve the line-averaged data into
radially distributing temperature profiles, assuming axisymmetric
evaporation and heat transfer. The volumetric heat capacity of
gold is 249X 10°J/m*K and that of water is 4.18
% 106 J/m? K. The corresponding system heat capacities, defined
as the volumetric heat capacity multiplied by the pertinent vol-
ume, are calculated t0 Cy pegrer=5.132 X 107° J/K and Cr droplet
=0.0125 J/K (for the smallest 3 uL droplet). The heat capacity
ratio is given as Cr hegier/ C7 dropler=0.00123% or smaller for the
other two larger droplets (5 uL and 10 uL). This implies that
when the spherical droplet hits the linear heater array, the thermal
characteristics of the droplet dominate the nonaxisymmetric effect
of the rectangular heater surface, and the temperature distributions
on the circular wet surface should largely remain axisymmetric.

Figure 8(a) illustrates eight concentric deconvolution zones for
the axisymmetric tomographic conversion. Zone I covers only the
central region of the middle heater element (A). It was a time-
consuming effort to try to coincide the droplet center with the
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Fig. 8 Tomographic deconvolved temperature zones: (a) eight
zone tomographic deconvolved heater area and (b) zone recon-
struction for temperature calculation with electric resistance

central line heater. The maximum uncertainty for droplet center
coincidence is estimated as 50 wm, one-half of the centerline
heater width. This uncertainty is equivalent to less than 2.5% of
the wet diameter dimension of the tested droplets. Zone II covers
the central regions of the next two left (B) and right (C) heater
elements as well as the two subregions of the middle heater. Thus,
Zone VIII includes partial regions from all 16 heater elements
from A to O. The entire tomographic conversion domain covers
the circular region of 6.4 mm diameter, corresponding to the
width of the 32-element heater array.

The 16 unknown temperatures for the 16 concentric zones, 7},
must be determined from the line-averaged measured tempera-

tures from the 16 line heater elements, T,. Thus, 16 linear alge-
braic equations correlating the line-averaged data with concentric
temperature unknowns are established using the linear resistance/
resistivity—temperature relations of Egs. (10) and (lc¢). The kth
line heater, represented by the second line heater in Fig. 8(b),
consists of concentric zones of i=k, k+1,...,N (N=16), and its
resistance is therefore given as

2Sixteen concentric zones are used for the actual tomographic conversion calcu-
lations, whereas only eight of the zones are presented in Fig. 8 for simplicity.
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where w and d are the line heater width and thickness, respec-
tively, and EﬁkLk’,:L.
Assuming a rectangular area for each subzone of the kth heater
line, the equivalent heater length of the subzone is given as
!
L= 28 (®)
w

Substituting Eq. (8) into Eq. (7) gives

PoL

Rl d Z(T To)Ayi 9)

Ek =
On the other hand, the measured line-averaged resistance is ex-
pressed as

T~ (10)

Ry =po[1 + (T - wd

where T), represents the line averaged temperature of the kth line
heater.

Combining Egs. (9) and (10), and using a dimensionless area
A=A/ L-w, gives

N

Tk = 2 TiAk,i
i=k

(11a)

where the left-hand side presents the measured line-averaged tem-
perature data, and the deconvolved temperature data for each con-
centric zone, T}, can be calculated one by one starting from the
outmost heater where the heater temperature is uniform and equal
to the dry heater temperature. For example, for k=16 for the out-
most concentric zone

Tis=Ts (11b)
for k=15
Tis—T,6A
T = 15 Al 15.16 (11¢)
15,15

and so on. Note that the dimensionless zone area A;; does not
have to be specified by considering the intersection of the droplet
edge. After the droplet center location is identified from the drop-
let image, the concentric zone widths are determined based on the
specified number of the zones.

To examine the effect of noncircular wet surface on the tomog-
raphic algorithm, the tomographic deconvolution calculations are
repeated for various cases of elliptical wet surfaces simulating
noncircular situations. In essence, changes in the zone areas (Fig.
8) due to the deviation of the wet surface from a perfect circle to
an ellipse are accounted for by the tomographic deconvolution
algorithm. For a representative case of 10 uL droplet with a
nominal wet diameter of 3.24 mm, the major and minor axes of
the equivalent ellipse surface are varied to have their differentials
of 100 um, 200 um, and 400 um. Note that the wet surface ec-
centricity hardly exceeded 400 um even for the most disturbing
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Fig. 9 Temperature variation of droplet center on the micro-
heater (for 10 uL data, both of them are 100 data, moving aver-
age method was used)

cases. The resulting magnitudes of the maximum temperature
bias, occurring at the central zone, are calculated to be +0.3°C,
+0.6°C, and £1.1°C, respectively.

The temporal developments of the droplet (10 uL) center tem-
perature are shown for the line-averaged profile and for the tomo-
graphically deconvolved profile in Fig. 9. Also shown is the tem-
perature variation for the case of flooding (the regular solid black
line) at about the same height of the wetted droplet of 10 uL.
Droplet evaporation is expected to result in slightly less tempera-
ture drop compared with the flooded evaporation, since the droplet
is surrounded by a dry heater area, which supplies extra heat
through conduction by the glass substrate as well as convection
through the nearby air. The line-averaged data, however, unac-
ceptably deviate from the flooded case and fail to predict physi-
cally valid temperature history. The overly smoothed line-
averaged data also overlook the temperature fluctuations
occurring from the fluid motion inside the droplet driven by the
interfacial thermocapillary stress and thermally induced buoyancy.

5 Results and Discussion

Figure 10 illustrates temporal development of tomographically
deconvolved temperature profiles for 3 uL, 5 uL, and 10 uL
droplets for the case of 80°C dry heater temperature. The tem-
perature profiles plotted with normalized radial distance collapse
together, showing similar development for all three droplets for
practically the entire test period. Upon contact, the largest AT, the
result of the instantaneous maximum cooling rate (Fig. 10(a) for
t/7=0.01), remains nearly unchanged during evaporation as the
latent heat transfer process occurs at a constant temperature (Figs.
10(b)-10(d) for 0.1<t/7<0.9). Then, AT returns to the dry
heater temperature after completion of evaporation (Fig. 10(e) for
t/7=1.1) and fully recovers to it for ¢/7=2.0 (Fig. 10(f)). For the
cases of 40°C and 60°C dry heater temperatures, qualitatively
similar tendencies were observed, but with relatively less magni-
tudes of AT than were expected. The magnitude of the contacting
surface temperature drop and its spatial distribution are indepen-
dent of the drop volume. The centerline temperature incorporates
the uncertainties based on the spatial mismatching of the central
heater line with the true center of the droplet wet surface.

Figure 11 shows the temperature fall and recovery history that
is tomographically determined at the center of the sessile droplet
for the period from droplet impact to the time beyond completion
of evaporation. Figures 11(a)-11(c) show temperature variations
for the three 3 uL, 5 uL, and 10 uL tested droplets and for all
three dry heater temperatures of 40°C, 60°C, and 80°C. The
temporal resolution of the presented data is 100 Hz, with moving
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averages of 100 data points.3 For each of the nine cases shown in
Fig. 11, a maximum temperature drop is experienced by the drop-
let impact at r=0, and the amount of temperature drop is basically
equivalent to the temperature differential between the dry heater
temperature and the cold droplet temperature of 25°C before con-
tact with the heaters. The amount of temperature drop remains
nearly constant for the entire evaporation period before it recovers
to the dry heater temperature upon completion of the evaporation.
Heaters recover to the original dry temperature quickly after
evaporation ends.

Note that for the case of the highest heater temperature (Fig.
11(c)), sudden temperature drops are apparent at the last moment
of evaporation. The large thermocapillary action toward the center
results in a rapid contraction of the thin droplet fluid and momen-
tarily increases the liquid mass at the center. In other words, the
relatively lower air—water interfacial temperature at the droplet’s
center increases the local surface tension, so that the surface flow
is induced from the droplet rim at relatively high temperature and
smaller surface tension, toward the center at relatively low tem-
perature and high surface tension. Thus, at the final stage of the

*In the 100-point moving average technique, the first 100 data samples are aver-
aged to determine the first data point value. Then, the next 100 data samples (i.e.,
from data sample No. 2 to data sample No. 101) are averaged to determine the
second data point value. This technique was used the tomographic deconvolution.
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evaporation the center region of water droplet is momentarily
cooled, showing a sudden temperature drop before quickly recov-
ering to the dry heater temperature as evaporation is completed.
Such dramatic temperature drops are less pronounced for the
cases of the lower heater temperatures, as their evaporation devel-
ops more slowly and progresses more gradually.

Figure 12 shows temporal variations of temperature drop at
four selected radial locations for the case of 80°C dry heater
temperature with 10 uLL droplet evaporation. The initial tempera-
ture drop upon impact is most pronounced at the center (r/r
=0), and the amount of the initial temperature drop diminishes as
the droplet boundary is approached (r/ry=0.90). The temperature
drop peak exists only on the inside of the droplet, while outside
the droplet boundary (r/rg=1.16 or 1.94) the heater surface tem-
perature gradually decreases due to conduction heat loss to the
droplet along the heater surface. The sudden temperature drop
near the completion of evaporation, as discussed with Fig. 10, is
apparent at the center, but the temperature recovers rather gradu-
ally as the droplet edge is approached. This is consistent with the
conjecture of sudden thickening of the central region driven by the
thermocapillary phoresis. Also, the temperature recovery to the
dry heater level starts earlier at 7/r3=0.90 than at the center. This
demonstrates that the dryoff starts from the boundary and com-
pletes toward the center. The highly sensitive and fluctuating data
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Fig. 11 The center point temperature drop and recovery his-
tory: (a) 40°C; (b) 60°C; and (c) 80°C

at the center represent the unsteady and possibly asymmetric na-
ture of the convective heat and mass transfer inside the droplet.
The fluctuation magnitudes diminish with increasing radius and
the fluctuation disappears farther away from the droplet boundary
(r/ry=1.94), where the unsteady nature of evaporation disappears
to allow for smooth conductive heat transfer.

The temperature measurement uncertainties are estimated to be
better than +0.12%. Equation (la) is rewritten for temperature as

w i, = 1.975
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Fig. 12 Temporal temperature variation of microheater at sev-

eral positions of r/ry for T,=80°C, 10 uL (evaporation started
at 30.76 s, ended at 172.99 s)
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R, —-Ry

T=f(R;)=Ty+ (1)

ak
Differentiation of Eq. (1’) gives an expression for temperature
uncertainty, based on the Kline-McClintock analysis [39], as
dT R, dR, R,

T T R,—Ro+ToRoa R,

+ — =+ ———uy

Rh—R0+ TUROCY Rh Rh—R0+ T()R()CY

(12)
where Ry=8 Q, Ty=293 K, and a=0.003715 K~! for gold. The
overall uncertainty of the gold resistance, ug, consists of two
parts: the heater resistance uncertainty based on the linearized
temperature—resistance correlation, and the uncertainty occurring
from the connecting wire resistance. Thus, for a conservative es-
timation, the maximum values for the two uncertainties are used
as 0.08% (see Table 1) and 0.096% (see Sec. 2), respectively, and
the overall resistance uncertainty takes the square root of summa-
tion of the two uncertainties squared to be up=+0.125%. There-
fore, the resulting temperature measurement uncertainty uy is es-
timated to be *0.12% from Eq. (12), and the corresponding
temperature uncertainties are ranged from +0.53°C to +0.60°C
for the temperature range tested.

In addition, the accumulated uncertainties occur with the pro-
gressive deconvolution calculations associated with the concentric
zones. Because the deconvolution calculation equation, Eq. (11),
is a linear combination of line-averaged temperature measure-
ments, the accumulated uncertainties are estimated to be a root
mean square of the elementary temperature uncertainty of +0.2°C
for individual heater elements, as discussed in Sec. 3. Thus, the
uncertainty associated with the progressive tomographic deconvo-
lution ranges from +0.2°C, for the outmost concentric zone for
k=16, to +0.8°C for the center zone for k=1. By accounting for
the aforementioned uncertainty associated with the heater resis-
tance in a similar rms estimation, the overall measurement uncer-
tainties are estimated up to +£1.00°C, including both system bias
and the accumulated uncertainties resulting from tomography
deconvolution.

ur= *

6 Conclusions

An array of 32 line heater elements 100 um wide and 15 mm
long was designed and fabricated to study slowly evaporating
sessile water droplets under a constant voltage mode heating.
Each of the golden heater elements was also used as a temperature
sensor with 100 wm spatial resolution. Both spatially and tempo-
rally resolved measurements have been conducted to determine
the temperature distributions for droplet contacting surfaces with
heater elements.

One important implementation for the data analysis was a to-
mographic deconvolution of the raw data obtained from the linear
array heaters using the Abel conversion scheme. This allowed for
determination of the radial temperature profiles for the circular
droplet contact surfaces.

Upon contact of the droplet with the heater surface, the heater
temperature suddenly dropped to the lowest level, then plateaued
back to a less pronounced level, where it remained nearly un-
changed during the latent heat prevailing evaporation at a constant
temperature. The magnitude of initial “negative surge” in tem-
perature increases with increasing droplet volume.

As evaporation is completed, the temperature is recovered to
the dry heater values. An interesting point to note is that, at the
highest heater temperature (80°C, in particular), the secondary
“negative surge” in temperature is observed at the last moment of
evaporation. This is believed due to the rapid shrinking at the last
stage of the thin droplet, which is primarily driven by the ther-
mocapillary action occurring between the droplet edge and center.
The first and second drops in the heater temperature are most
pronounced at the droplet center and diminish with increasing
radial distance.
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Nomenclature

heater tomographic sectional area
acrylic sheet thickness

soda lime substrate thickness

heater thickness, um

droplet height, mm

current

thermal conductivity

heater length, um

power

heat flux

droplet radius on the heater surface, mm
radial distance from the center of droplet, mm
ro = droplet wet radius at r=0

~

p
R S T S
Il

3

R = resistance, ()
Ry = heater resistance at 20°C

t = time, s
Ty = heater temperature of 20°C

T, = room temperature (25°C)

T = temperature, °C

T = line averaged heater temperature, °C
u = uncertainty

V = voltage
Va

= droplet volume, mm
Varop = droplet impact velocity on substrate
w = heater width, um

Greek Symbols
a = temperature-resistance coefficient
p, = resistivity of gold at temperature 20°C
7 = dryout time, s
79 = dryout time of 3 uL. water droplet at 80°C
heater temperature as a reference, s
6 = droplet contact angle

Subscripts
d = droplet
div = voltage divider
h = dry heater
H = heater
k = order of heater (k=1,2,...,32)
n = order of tomographically deconvolved area (n
=1,2,...,16)
R = resistance
T = temperature
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Crystal Thermography

This paper presents experimental measurements of boiling heat transfer in a 1.067 mm
inner diameter tube, using liquid crystal thermography for wall temperature measure-
ment. The study was motivated by the two-phase microchannel pumped cooling loop, a
recent technology proposed for thermal management of tomorrow’s high-end electronics.
The working fluid was FC-72, which is a dielectric coolant and measurements were
obtained in a closed loop test facility. A unique flow boiling onset was observed whereby
a large wall temperature gradient travels along the tube. During flow boiling conditions,
wall temperature fluctuations have been observed. The use of a thermographic technique
has added insight into the flow boiling characteristics and acts as a partial flow visual-
ization method. Local heat transfer coefficients are presented and compared with corre-
lations for both macro- and microchannels. The heat transfer coefficient is found to be
influenced by the heat flux at a lower mass flux but only mildly at a higher mass

Slux. [DOL: 10.1115/1.2728905]
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1 Introduction

Flow boiling heat transfer in mini- and microchannels has in
recent years become a subject of interest, chiefly due to the ther-
mal requirements of emerging high-end electronics. Technologies
such as the pumped loop microchannel heat sink, which consists
of an array of parallel microchannels, are being developed for
thermal management of these emerging electronics. The choice of
microchannel is inherent due to the size of the components requir-
ing cooling. Two-phase heat exchangers are desirable due to their
effectiveness in providing larger heat transfer rates and improved
streamwise uniformity in comparison with their single-phase
counterparts [1].

Recent reviews on boiling heat transfer in mini- and microchan-
nels have been presented by Thome [2] and Kandlikar [3]. Kand-
likar [3] suggested a channel size criterion whereby 3 mm and
greater are conventional (macro) channels, 0.2—3 mm are mini-
channels, and 0.01-0.2 mm are microchannels. With the excep-
tion of the confinement number (N, however, no physics
based classification of channel sizes has been presented [2]. The
confinement number was introduced by Kew and Cornwell [4]
and was suggested as a parameter to differentiate between micro-
scale and macroscale boiling phenomena. It is given by

_ 12
Nopo= [U/(g(pD Pv) n

It was found that for a confinement number greater than 0.5, the
macroscale correlations did not predict microchannel results well
[4].

It has been generally accepted that both nucleate boiling and
convective boiling mechanisms exist in mini- and microchannels,
although the dominant mechanism remains inconclusive. Some
investigators have shown that there is a decreasing trend in the
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heat transfer coefficient with mass flux, and so have concluded
that forced convection is the dominant mechanism [5,6]. While for
macrosize channels, the dominant mechanism is convective boil-
ing, the majority of the mini- and microchannel studies suggest
that nucleate boiling is the dominant mechanism, which has been
determined by observing the stronger dependence of the heat
transfer coefficient with heat flux, and not with mass flux [2].
There have been a number of recent investigations of flow boil-
ing heat transfer in microtubes. Lin et al. [7] investigated the
two-phase heat transfer characteristics of R141B in circular tubes
of diameter 1.1 mm, 1.8 mm, 2.8 mm, and 3.6 mm. They deduced
that there were three boiling regions: a nucleate boiling region
whereby the heat transfer coefficient was dominated by the heat
flux; a convective boiling region whereby the heat transfer coef-
ficient was independent of heat flux but increased with quality;
and a partial dryout region. In the partial dryout region, the heat
transfer coefficient was reduced dramatically, and dryout was ob-
served to occur earlier with increasing confinement number as
well. Additionally, the heat transfer coefficient was found to have
a more marked decrease with quality with decreasing tube diam-
eter. The mean heat transfer coefficient was also independent of
mass flux and diameter and dependent only on heat flux in the
region before dryout. Recently, Saitoh et al. [8] investigated flow
boiling of R-134a in circular tubes of 0.51 mm, 1.12 mm, and
3.1 mm diameter. The two-phase heat transfer coefficient was ob-
served to be governed by convective and nucleation effects,
though the convective effects decreased with decreasing diameter.
Dryout was observed to occur at a lower quality with decreasing
diameter. Through tracking the wall temperature, flow oscillations
were observed in the 3.1 mm and 1.12 mm tubes at low quality
entry, but not in the 0.51 mm tube. The authors concluded that
these were density wave type oscillations due to their period.
Grohmann [9] studied the two-phase and single-phase heat trans-
fer characteristics of argon in circular tubes, with nominal diam-
eters of 0.50 mm and 0.25 mm. In the nucleate boiling regime,
there was no influence of mass flux or quality on the heat transfer
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coefficient. Flow condition oscillations were sometimes observed
with subcooled entry conditions, however these could be con-
trolled with the entry quality greater than zero.

1.1 Local Wall Temperature Measurement. To determine
the wall temperature in flow boiling heat transfer experiments, the
majority of researchers use thermocouples mounted on the outer
surface of the channel. In addition for local heat transfer data an
array of thermocouples are usually mounted on the surface
[10,11]. The use of thermocouples, however, limits the spatial data
that may be obtained. Thermographic techniques including infra-
red (IR) thermography and thermochromic liquid crystal (TLC)
thermography may be used.

Hapke et al. [12] used infrared thermography for outer wall
surface temperature measurements during flow boiling in a
1.5 mm inner diameter circular channel. The study focused on the
onset of nucleate boiling and the use of a thermographic technique
was key for this objective. Hetsroni et al. [ 13] similarly utilized IR
thermography for investigation of the wall temperature distribu-
tion before and after saturation conditions in a 1.0 mm inner di-
ameter tube. As expected, a peak in the wall temperature was
observed just before saturation, and due to the use of a thermo-
graphic technique, the location and magnitude of the peak could
be tracked with varying heat flux. Chin [14] and Lakshminarasim-
han et al. [15] used liquid crystal thermography in flow boiling
experiments of narrow channels of 2 mmX20 mm and 1 mm
X 20 mm, respectively. The authors observed different spanwise
wall temperature distributions for laminar versus turbulent flows
at onset of boiling, where for laminar flow there was a sharp
transition to boiling in comparison to turbulent flow. This obser-
vation was enabled due to the use of a thermographic technique.
Piasecka et al. [16] also used liquid crystal thermography to in-
vestigate the onset of flow boiling in narrow channels (1 mm
X 40 mm). The authors were able to deduce the local heat transfer
coefficient around the location of onset through the use of a ther-
mographic technique. Aligoordaz et al. [17] used the liquid crys-
tals in their unencapsulated form to study flow boiling fluctuations
in narrow channels of 1 mm X2 mm and 2 mm X2 mm. Their
selection of the unencapsulated form of TLC was primarily due to
its increased temporal resolution. The authors faced a number of
difficulties in handling the liquid crystals in their unencapsulated
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form; however, apart from the present work, they are the only
other researchers to have used this form for flow boiling experi-
ments.

1.2 Flow Boiling of Dielectric Fluids in Mini- and
Microchannels. The fluid type is an important parameter in the
heat transfer performance. Although many studies on flow boiling
heat transfer in mini- and microchannel have used water or refrig-
erants, few studies have utilized dielectric fluids. These fluids will
typically have lower heat transfer performance than water, how-
ever, are advantageous in situations whereby the fluid may be in
contact with an electrically charged component. Warrier et al. [18]
investigated two-phase heat transfer in an array of five 0.75 mm
hydraulic diameter rectangular channels using FC-84 as the work-
ing fluid. They compared their heat transfer results with correla-
tions valid for channels ranging in size from 2.4 mm to 32 mm
and found none to be in good agreement. The heat transfer coef-
ficient was observed to have a decreasing trend with quality. They
developed a correlation relating the saturated flow boiling heat
transfer coefficient with quality and boiling number. Yen et al.
[10] studied boiling heat transfer in microtubes of 0.19 mm,
0.3 mm, and 0.51 mm inner diameter, using FC-72 and
HCFC123. The study was carried out at low mass flux ranging
from 145 kg/(m?s) to 295 kg/(m?s). Local heat transfer coeffi-
cient results were only presented for HCFC123. The results
showed a decreasing heat transfer coefficient with quality, but
independent of mass flux, suggesting nucleate boiling as the domi-
nant mechanism. Recently, Chen and Garimella [19] investigated
the effects of dissolved air on the subcooled flow boiling charac-
teristics of FC-77 in an array of ten parallel channels, 0.50 mm
wide and 2.5 mm deep. The study showed boiling incipience to
occur at lower wall temperatures for the undegassed fluid com-
pared to the degassed fluid. Flow instability fluctuations were
larger for the undegassed fluid as well as larger pressure drops
were measured. Although the earlier boiling inception caused
higher initial heat transfer coefficients for the undegassed fluid,
the authors recommended working with a degassed fluid for better
predictability and control.

1.3 Flow Boiling Incipience. Important to the safe and reli-
able design of two-phase heat exchangers with subcooled entry is
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the prediction of the wall superheat required to initiate boiling, or
inversely, for a given subcooling prediction of the incipient heat
flux. Classical approaches for boiling incipience consider a bubble
to grow if the minimum temperature surrounding the bubble is
equal to or greater than the saturation temperature given by the
pressure inside the bubble [20]. The superheat in this case is re-
lated explicitly to the heat flux and the pressure. This method
tends to underpredict the incipient superheat particularly for well
wetting fluids such as refrigerants and perfluorocarbons as it does
not consider the fluid—solid contact angle, and it assumes all
nucleation sites to be active. Recently, Basu et al. [21] demon-
strated a correlation based on adaptations of boiling incipience
classical methods, which includes effects of the static contact
angle of the fluid—solid system. The correlation showed good
agreement with a variety of fluid—solid systems. Qu and Mudawar
[22] investigated the incipient heat flux required for boiling in an
array of rectangular microchannels. It was shown that this heat
flux is dependent on the mass velocity. Additionally, boiling in-
cipience was observed to be different from large channels, in that
bubble departure occurred, rather than growth and collapse at in-
cipience. A mechanistic model based on the bubble departure cri-
terion was developed to predict the boiling incipience from the flat
surface or a corner and showed good agreement with the experi-
mental results. Regarding single tubes, Kennedy et al. [23] studied
boiling incipience in 1.448 mm and 1.168 mm circular copper
tubes with water as the working fluid. Their results for the larger
tube were in good agreement with macrotube correlations,
whereas the smaller tube was underpredicted. An estimation by
the present authors of the confinement number for their case,
taken at 50°C (from experimental conditions), is calculated to be
0.46 for the larger tube and 0.57 for the smaller tube. Hapke et al.
[12] investigated boiling incipience in a 1.5 mm nickel alloy tube
with water as the working fluid and mass flux ranges from
100 kg/(m?s) to 500 kg/(m?s). Their results showed wall super-
heat dependency at incipience on mass flux. Ghiaasiaan and Che-
dester [24] developed a model for predicting boiling incipience in
microchannels based on the assumption that the thermocapillary
force suppressing the bubble plays a crucial role. Their model
showed the incipience heat flux to be dependent on channel diam-
eter (results for 0.75—1.45 mm diameter); however, this was not
experimentally verified and the results were for turbulent flows.
Yen et al. [10] experimentally investigated boiling heat transfer in
tubes 0.19-0.51 mm with FC-72 and HCFCI123 at low mass
fluxes of 50—300 kg/(m? s). The wall superheat at incipience was
observed to be dependent on both boiling number and mass flux,
whereas the maximum wall superheat was dependent on the tube
diameter and nucleation site distribution.

1.4 Summary and Present Work.

1 Although recently there has been an increase in the number
of studies on flow boiling heat transfer in small diameter
channels (<2 mm), due to the complexity of the process, the
number of parameters involved and the lack of correspon-
dence to existing larger channel correlations, more data are
still required considering a variety of conditions and fluids;

2 From an applied perspective, the characteristics of boiling
incipience, including input parameters of influence, the char-
acteristics of the wall superheat, and heat transfer coefficients
need to be investigated; and

3 Thermographic techniques, though having limited use, are an
effective approach when investigating flow boiling incipi-
ence as they can track surface temperatures at varying loca-
tions of interest and possibly highlight phenomena not avail-
able through discrete methods.

The objective in the present work is to experimentally investi-

gate boiling incipience and heat transfer with a dielectric fluid, in
a circular microtube using unencapsulated liquid crystals for wall
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Table 1 FC-72 properties at 25°C and 1 atm
Property Value
p 1680 kg/m?
s 0.00064 N s/m?
o 0.01 N/m
C, 1100 J/kg °C
Pr 12.35
T 56°C

temperature measurements. The working fluid was FC-72, and a
tube inner diameter of 1.067 mm was investigated.

2 Experimental Facility

A schematic of the main components used in the closed loop
test facility is shown in Fig. 1. The working fluid was FC-72 a
perfluorocarbon manufactured by 3M, and some relevant proper-
ties of FC-72 at room temperature are listed in Table 1. Flow
enters the loop from the main tank and is continuously circulated
by a magnetically coupled gear pump. The pump is equipped with
a variable speed drive allowing for a flow range up to
300 mL/min, with a maximum pressure of 517 kPa (75 psi). A
nutating digital output flowmeter provided by DEA Engineering
was used to monitor the flow rate. This meter outputs a 5V
square wave signal at a frequency proportional to the time for
the nutator to complete one cycle. The flowmeter was calibrated
using the weighing method, and has a reliable range from
10 mL/min to 250 mL/min. Upstream of the flowmeter is a
15 wm filter which is used to remove any accumulating particles.
In addition, a preheater is located at the inlet of the test section for
additional flow temperature control. It consists of a 2.743 m (9 ft)
length of 12.7 mm (0.5 in.) o.d. serpentined copper piping, with
three 0.914 m (3 ft) rope heaters rated at 125 W, wrapped around
the piping. Power to the preheater is controlled by a variac pro-
viding a stable inlet temperature setpoint. At the exit of the test
section is a water-cooled heat exchanger, which is used to restore
the temperature of the fluid.

The test section is a circular stainless-steel tube with a nominal
inner diameter 1.067 mm (0.042 in.). Its hydraulic length is
152 mm, with a corresponding hydrodynamic developmental
length of 23.5 mm, while the heated length is 105 mm. A sche-
matic of the circular tube test module is shown in Fig. 2. A trans-
parent polycarbonate sheet was machined to produce the measure-
ment chambers for pressure and temperature and provided minor
flow visualization. The tube is connected to these chambers using
standard 0.0625 mm (1/16 in.) stainless-steel compression fit-
tings with specialty ferrules to accommodate the small diameter
tubing. The ferrule material is a composite of graphite and
polymide, which has a high electrical resistance. The advantages
of the compression fittings are that they are resealable and can
withstand high pressures (~690 kPa rating). Copper stranded wire
(14AWG) was soldered to the tube to provide the electrical lead
connection. Close to the tube exit a 0.254-mm-diameter type T
unsheathed thermocouple was embedded with an electrically iso-
lating epoxy for auxiliary temperature measurement.

2.1 Instrumentation. Two 1.5-mm-diameter Type-T (Omega
special error limits material) thermocouples were placed in each
plenum chamber to measure the bulk fluid temperature. Two pres-
sure transducers tracked the gauge pressure in the inlet and outlet
plenums and they are Omega model PX01C1 (inlet) and PX02C1
(outlet) with ratings of 517 kPa (75 psig) and 345 kPa (50 psig),
respectively. A Vaisala PTB220 barometer was used to obtain the
absolute pressure of the surroundings. The output from these and
other sensors was monitored through an automated data acquisi-
tion system using the LabVIEW software. The data acquisition
hardware consisted of National Instrument’s SCXI 1000 signal
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conditioning unit, with the appropriate modules as well as the NI
6052E 16-bit 333 kHz data acquisition card. A schematic of the
data acquisition system is presented in Fig. 3.

Heater power was provided by two dc power supplies. One was
a BK Precision switch mode power supply (Model 1692) with a
voltage range of 2.7-15 V and a maximum current rating of
40 A. The second was a Good Will (GW) Instruments power sup-
ply (Model GPC-1850) with a voltage range of 0—5 V and a
maximum current rating of 20 A.

2.2 Measurement With Thermochromic Liquid Crystals.
The unencapsulated liquid crystal material used was provided by
LCR-Hallcrest. Two TLC mixtures were utilized at separate occa-
sions, with nominal red starts of 70°C and 75°C and both with a
bandwidth of 20°C. To obtain quantitative thermal data from the
TLC response, a calibration of the material is required, which
involves quantitatively relating the observed color to the material
temperature. Different methods are available for quantifying the
color observed and in the current work, the hue angle is taken as
the color descriptor. The hue to temperature conversion is similar
to that outlined by Muwanga and Hassan [25]. In summary, local-
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ized calibration curves of third to fifth order are determined, re-
lating the wall temperature to the hue angle based on a calibration.
A calibration based on circulating the fluid through the channel
was selected due to its ease of incorporation into the setup; how-
ever, due to the high wall temperature calibration required (up to
100°C), water instead of FC-72 was used as the calibrating fluid.
The water was only circulated through the tubing test section por-
tion of the test setup. The water was heated at a rate of approxi-
mately 2°C/min and inlet and outlet temperatures were main-
tained to within 0.4°C of each other. After calibration the water
was purged from the test-tube test section by running an air stream
for 1-2 h.

Image acquisition was achieved using a Sony 3-charge-coupled
device (CCD) analog camera connected to a variable zoom micro-
scopic video lens. The camera and lens were mounted onto a
three-axis traverse through variable length stages each with ap-
proximately a 1 um resolution. This allowed for the length of the
channel to be monitored through traversing the entire length. The
lateral and vertical axis stages allow for fine tuning of the position
and focusing. A fiber optic line was fixed onto the zoom lens at a
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fixed angle and directly illuminated the surface. A schematic of
this setup is shown in Fig. 4. The configured magnification pro-
vided a field of view of 10.233 mm X 7.671 mm, which translates
into 15.528 wm/pixel. Images were captured at a speed of
30 frames/s. The best images by visual inspection were selected
for final data reduction.

3 Procedure

Prior to measurement, the fluid is degassed to purge the system
of noncondensables, particularly oxygen. The fluid is circulated
through the system and the degassing tank at a flow rate of
150 mL/min. The degassing tank is heated until the fluid in the
tank boils. With reference to Fig. 1, Valves 11 and 12 are open,
allowing for the vapor to travel through the condenser and con-
dense. The air escapes as bubbles through the second degassing
bottle, which is filled with water. This acts as a visual technique to
track the process and is similar to the degassing process of Am-
merman [26]. The fluid is circulated for 1 h after the temperature
in the degassing tank has exceeded 50°C. The preheater is turned
on to maintain the fluid at this high temperature throughout the
system. This duration, coupled with the flow rate, allows for the
entire fluid in the system to pass through the degassing tank. After
this time duration bubbling in the degassing bottles is practically
nonexistent. At this point Valve 11 (Fig. 1) is closed and the sys-
tem is shut off from the environment. The flow rate is lowered to
the desired setpoint, and the tank heater is adjusted to maintain the
tank temperature between 50°C and 56°C. The fluid in the tank
therefore remains in a two-phase state throughout the experiment,
and the system pressure may be adjusted by adjusting the tank’s
temperature. After degassing, the TLC material was calibrated as
described in the previous section. To begin measurements, the
flow rate is set by adjusting the motor speed and the preheater was
adjusted to obtain the desired subcooling at test section entry.

4 Data Reduction

The local heat transfer coefficient (h,) was obtained using

h,= L (2)

(Tvv,zy - Tb,z)

Journal of Heat Transfer

The heat flux to the fluid was calculated based on the power
applied to the tube and corrected for losses to the environment.
The internal wall temperature was calculated considering a hollow
cylinder and assuming steady, one-dimensional (1D) radial heat
conduction through the wall with internal heat generation. The
boundary conditions applied were at the outer radius, the tempera-
ture was equal to that measured by the TLC, and at the outer
radius the conduction out of the wall was equal to the convective
transport at the surface. The external heat transfer coefficient was
obtained from tests with no fluid circulating and a constant power
applied to the tube. The difference between inner and outer wall
temperatures was minor and typically less than 0.3°C.

In order to determine the local heat transfer coefficient, the
local bulk temperature is required. In the single phase region it is
based on an energy balance from the inlet, whereas in the satu-
rated flow boiling region, it is determined from the local satura-
tion pressure. This method is similar to that adopted by many
recent works [6,10,5,27]. The local quality is then calculated as

Q/AymD(z = 2)

3
Ml ©

x(z) =

4.1 Uncertainty. The uncertainty in the TLC temperature was
calculated using similar methods discussed in Muwanga and Has-
san [25]. Typical uncertainties in TLC temperature measurement
were estimated to be =1.1°C and are similar to that of other
researchers [14]. Uncertainties in pressure drop measurement
were +0.73 kPa, based on instrument specifications and +0.71°C,
for fluid temperature measurement based on manufacturer speci-
fications of the combined measurement system. Typical uncer-
tainty in the two-phase heat transfer coefficient was estimated to
be +9.9%.

5 Results and Discussion

5.1 Measurement Scope. Measurements were carried out at
three flowrates, two low flowrates in the laminar regime, and a
high flowrate in the turbulent regime. For the low flowrates, the
mass flux was nominally 770 kg/(m?s) and 1040 kg/(m?s) with
inlet subcooling ranging from 7°C to 18°C. For the high flow-
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Table 2 Measurement conditions

Volumetric Nominal
flow rate mass flux T AT, Pou
(mL/min) Descriptor (kg/(m?s)) (°C) (°C) (bar) Neont
68 mL/min ATy 10w 59 5.2 1.25 0.66
AT med 2050 56 9.9 1.33 0.55
AT b igh 46 18.4 1.26 0.70
48 16.3 1.26 0.69
26 mL/min AT 10w 770 56 6.7 1.20 0.55
ATsub.hlgh 48 17.8 1.32 0.69
35 mL/min AT 10w 1040 555 7.8 1.21 0.64

rate, the mass flux was nominally 2050 kg/(m?s) and the inlet
subcooling ranged from 5°C to 18°C. Details of the conditions
investigated are listed in Table 2.

At the high mass flux, onset of nucleate boiling characteristics
such as increased pressure drop and large wall temperature drop,
were not observed for the heat flux range covered. Additionally,
with increased heat flux the exit fluid temperature could sustain
temperatures higher than the saturation temperature for small time
periods before dropping to the saturation temperature. With a drop
in the exit fluid temperature to its saturation temperature, vapor
was observed in the tubing downstream of the test section. How-
ever, the wall temperature and pressure drop characteristics were
virtually unchanged. Figures 5(a)-5(d) compare the wall tempera-
ture and pressure drop characteristics at different levels of inlet
subcooling for both the high and low mass fluxes. These figures
show the differences in initiating boiling at a mass flux of
770 kg/(m? s) and 2050 kg/(m? s). It is important to note that the
temperature for these plots is measured by the thermocouple
bonded to the tube wall close to the exit. This temperature is not
representative of the actual wall temperature, due to the thermal
resistance of the electrically resistive epoxy used. However, it is
presented since it effectively highlights the wall temperature
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trend. The TLCs are not presented at this point since the wall
temperature was not always within their active range. In Fig. 5(a),
for the low mass flux, the wall temperature increases in the single-
phase regime until about 30 kW/m? when boiling is initiated. At
this point, there is a large wall temperature drop. With increased
heat flux the wall temperature rises slightly with increased heat
flux. At a high heat flux of about 42 kW/m? for the high subcool-
ing case and 80 kW/m? for the low subcooling case, further in-
crease in heat flux causes a drastic wall temperature rise. The wall
temperature through a large part of the boiling region fluctuates
and is likely the reason for some of the scatter in the data at lower
heat flux. Although the cause of the large temperature rise appears
to be due to a critical heat flux condition, it needs to be investi-
gated further as the trend is counter to the trends observed in
many other works. That is, if it is a critical heat flux condition, the
lower critical heat flux should be observed in the lower subcooled
case [28]. Figure 5(b) shows the pressure drop characteristics at
the low mass flux case. The pressure drop slightly decreases with
increasing heat flux in the single phase regime, as would be ex-
pected. At onset of boiling, the pressure drop increases, though
this increase is more significant for the low inlet subcooling case.

Figure 5(c) shows the wall temperature characteristics for the
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Fig. 5 (a), (c) Heat flux versus wall temperature, measured by embedded thermocouple; and (b), (d)

pressure drop versus heat flux
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high mass flux case. Unlike the low mass flux case, increased heat
flux continually increases the wall temperature at an almost con-
stant rate. For the case of high inlet subcooling, a threshold heat
flux was observed, at which point further increase in heat flux
caused a wall temperature jump. As the setup was not configured
for critical heat flux experiments, power to the system was imme-
diately shut down to prevent damage to the tube. Figure 5(d)
shows the wall pressure drop characteristics for the high mass flux
case. Similar to what is observed for single phase flows, the pres-
sure drop slightly decreases with increasing heat flux for the range
covered. For the high inlet subcooling case at a threshold heat flux
of about 138 kW/m?, a significant rise in pressure drop is ob-
served, signifying two-phase or superheated flow.

For the wall thermocouple temperature measurements presented
above, a wall temperature of 87°C signifies a tube outer wall
temperature greater than 100°C. This high temperature caused
vaporization of the TLC coating and long periods at this tempera-
ture would completely eliminate the TLC coating. This highlights
one of the two drawbacks in utilizing unencapsulated TLCs for
boiling measurements. That is, when using the material in condi-
tions that require high wall superheats to initiate boiling, there is a
potential that the wall temperature can be too high for the TLC
material and thus erode or completely eliminate the coating. The
second drawback is related to effectively utilizing the TLC active
range. The measurements were restricted to a system pressure that
would provide wall temperature conditions in the active TLC
range during boiling. This range was determined through a num-
ber of trials and is not an effective approach for a full parametric
study.

From the above, boiling was only initiated at the low mass flux
conditions. Detailed experimental measurement and analysis were
therefore carried out at these conditions and more specifically at
the low inlet subcooling condition. The remainder of this section
provides results from these test conditions of low mass flux and
low inlet subcooling.

5.2 Boiling Onset at Low Mass Flux. Flow boiling was ini-
tiated by incrementing the applied heat flux, while in single phase,
the wall temperature constantly rose and this was observed with
the TLC color changing from red to blue at a given location. With
further increase of heat flux downstream locations of the tube past
the clearing point of the TLC and wall temperature monitoring
was restricted to the thermocouple embedded close to the tube
end. The demarcation to the clearing point was a long smooth
color change implying a low temperature gradient. With further
increase, the TLC clearing point moved further upstream signify-
ing an increased wall temperature. No bubbles or vapor were ob-
served in the tubing downstream of the test section or in the outlet
instrumentation chamber. At a threshold heat flux, a fast moving
front with a large temperature gradient was observed to travel
toward the exit of the tube. Additionally, just prior, the TLC coat-
ing was observed to partially vaporize, suggesting an instanta-
neous wall temperature rise. A sample of this fast moving front is
shown in Fig. 6. The red region is the cooler temperature region,
whereas the black is the higher temperature region since it is past
the TLC clearing point. The velocity of the front was estimated to
be approximately 1.4 to 1.7 m/s, which is higher than all the lig-
uid fluid velocity of 0.58 m/s and much lower than all the vapor
velocity of 47.95 m/s. Immediately following the front, the wall
temperature is significantly lower than under single-phase condi-
tions, and remains relatively constant over the two-phase length.
The location of this front initiation was not identified exactly on
the tube, but was approximately 1/5 to 1/4 downstream of the
inlet. The large temperature spike at onset suggests a transition
from all liquid to significant vapor flow. The moving wall tem-
perature gradient further suggests that this condition is unstable,
causing an immediate purging of the high vapor region by a two-
phase region with better heat transfer characteristics. This onset
phenomenon was found to be repeatable over the same experi-
mental run by turning on and off the power to the tube, and was
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Fig. 6 (Color) TLC wall temperature visualization over time
during boiling onset, 79-88 z/D, Q/A,~30.4 kW/m2, G
~770 kg/(m?s). Red is lower temperature region, and flow is
from left to right

also observed on different experimental days. Its occurrence is a
likely function of the tube’s inner surface, the tube diameter, and
the working fluid characteristics. Further studies are recom-
mended to clearly identify this phenomenon.

5.3 Wall Temperature Visualization and Measurement
During Flow Boiling. With boiling initiated at a low heat flux, the
wall temperature remained stable. The TLC color was at the red
start of the bandwidth and hence it was difficult to obtain mea-
surements at this condition. With an increase in heat flux the wall
temperature slightly increased and the TLC color response was
clearly in the red range. With further increase in heat flux wall
temperature oscillations were observed. Far downstream the oscil-
lations were in the red range signifying a low wall temperature
and far upstream they were in the yellow to green range signifying
a higher wall temperature. With further increase in heat flux, a
large increasing wall temperature gradient was observed down-
stream, past the clearing point of the TLC in the form of a front.
This front would periodically oscillate and its color would
fluctuate.

Figure 7 presents sample data of these oscillations taken at a
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Fig. 7 TLC wall temperature time trace—three separate loca-
tions imaged at separate time instants, Q/A,~50.7 kW/m?2, G
~770 kg/(m? s)
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Fig. 8 Typical power spectrum of oscillating wall temperature
as measured by TLC, for corresponding wave forms in Fig. 7,
Q/A,~50.7 kW/m?, G~770 kg/(m? s)

low heat flux and at a far downstream location of 60—79 z/D. The
time traces are produced from considering the median value of a
region of 20 pixels in the streamwise direction and 72 pixels in
the circumferential direction. Prior to this the images are filtered
to exclude pixels that appear white or black based on consider-
ation of their intensity, hue, and saturation. The wall temperature
fluctuations in Fig. 7 are observed to be semi-periodic with am-
plitudes ranging from 1°C to 5°C. Based on this figure and other
data, it was not clear if variable distance influenced the amplitude
at a given heat flux. Figure 8 shows a frequency spectrum of the
signal typical of a variety of far downstream locations along the
tube. The fundamental frequency is approximately 10 Hz. With
the temporal resolution available, a constant frequency was ob-
served across the length of the tube for a fixed heat flux.

With increased heat flux, there is a threshold at which a signifi-
cant rise in wall temperature and a large fluctuating wall tempera-
ture gradient front is observed at far downstream locations. Figure
9 shows a sample of this front over a time period of 0.3 s. From
0 s to 0.167 s wall temperature fluctuations are observed within
the range of the TLC. The wall temperature gradient at this point
is mild. From 0.2 s to 0.3 s a rapid rise in temperature is observed
as the clearing point of the TLC is exceeded. This signifies a large
temperature gradient. These conditions are observed at the point
where the wall temperature begins to increase after the constant
wall temperature region in Fig. 5. With a further increase in heat

flux the large temperature gradient front continues to move further
upstream. This large temperature gradient front suggests condi-
tions of partial dryout inside the tube in the vicinity of the front.

An important point to note during these oscillations is that there
were no oscillations in mass flux, and the fluid bulk temperature at
inlet and outlet remained relatively constant. The pressure, how-
ever, fluctuated at relatively small amplitude. The low-pressure
drop fluctuations, as well the lack of mass flow fluctuations, sug-
gest that these are neither pressure drop nor density instabilities.
Ding et al. [29] presented the various dynamic instabilities that
may be present in a horizontal tube. Their discussion on thermal
oscillations suggests that high wall temperature fluctuations will
be present. Additionally, the characteristics of the thermal oscilla-
tions are initiated at the transition from a thin liquid film to an all
vapor region that may oscillate due to frequent impulses of purged
vapor slugs from upstream. Although at upstream locations the
wall temperature oscillations are on the order of 10°C at maxi-
mum, at the oscillating front the wall temperature gradient is
likely greater than 20°C, which is high and therefore more repre-
sentative of thermal oscillations. This suggests that the mechanism
responsible for the oscillations is similar to that for thermal oscil-
lations, whereby there exists a thin film of liquid that oscillates
due to bubbles being purged at the interface. This is corroborated
by the fact that just upstream of the interface the wall temperature
fluctuates, suggesting a passing vapor slug. These observations,
however, need further verification by means such as flow visual-
ization. Nevertheless, the advantage of a thermographic technique
has been highlighted in the present measurements. The spatial
correspondence of discrete fluctuating signals (pixels) over time
could be observed and their relationship identified as a likely va-
por liquid interface. Therefore the TLCs have inadvertently pro-
vided a means of flow visualization.

5.4 Two-Phase Heat Transfer Coefficient. In order to deter-
mine the two-phase heat transfer coefficient, accurate wall and
fluid bulk temperature measurements are required. As mentioned
earlier, determination of the fluid bulk temperature in the two-
phase region is based on a linear pressure drop assumption. Ad-
ditionally, accurate determination of the zero quality location re-
quires an effective energy balance. Figures 10(a)-10(e) present
samples of the wall temperature, as well as the calculated fluid
bulk temperature at incremental levels of heat flux and at a mass
flux of ~770 kg/(m?s). The wall temperature is a spanwise av-
erage of 72 pixels and has been down sampled for presentation. It
is compiled from snapshots at a number of locations along the
tube with each location spanning 640 pixels or ~10 diameters.
Identified in the figure is the zero quality location calculated based
on an energy balance. Typical in all figures is an almost constant
but slightly decreasing wall temperature in the two-phase region.
In the single-phase region of Figs. 10(d) and 10(e), the wall tem-
perature rises then falls, typical of what is seen during onset of
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Fig. 9 (Color) Wall temperature fluctuations highlighting oscillatory behavior
and high wall temperature gradient front. Red is cool and blue is hot, black is
high temperature past the clearing point of the TLC. Covering a time span of
0.3 s, at 78-88 z/D and Q/A,~79 kW/m?, G~770 kg/(m?s), and flow is from

left to right.
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Fig. 10 Circumferentially averaged wall temperature measure-
ment and calculated fluid bulk temperature along tube for vary-
ing heat fluxes, G~770 kg/(m?s)

subcooled boiling. There is scatter within the data and this is
partially due to the time variance of the data. The data during high
heat flux when significant wall temperature variations were
present and where the liquid crystal clearing point was exceeded
are not included.

Figure 11 presents the heat transfer coefficient at two different
heat fluxes and mass fluxes as a function of quality. Similar to the
wall temperature measurements, they are determined by a span-
wise average of 72 pixels and down sampled for presentation. In
the region leading up to the zero quality location, the heat transfer
coefficient rises rapidly. With increasing heat flux, the heat trans-
fer coefficient increases when the quality is greater than zero.
The increase for G~ 1043 kg/(m? s) is not as significant for as for
the lower case of G~ 770 kg/(m?s). With the exception of the
low mass flux, the high heat flux case (Q/A,~83 kW/m?, G
~1770 kg/(m?s)), the heat transfer coefficient has a mild decrease
with increasing quality. Finally at a given heat flux, the influence
of mass flux is mild. For the low heat flux case, the heat transfer
coefficient increases slightly with increased mass flux, whereas
for the high heat flux case there is a slight decrease in the heat

- + Kandlikar (Eq.4-5) | -- Warrier (Eq.8) | - Gungor-Winterton (Eq. 7)
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Fig. 12 Local heat transfer coefficient, comparison with corre-
lation at various heat fluxes, G~770 kg/(m?s)

transfer coefficient with increased mass flux. However, at this
high heat flux case, there is significant scatter in the data set, and
looking back at the wall temperature trend in Fig. 10(e), it is
expected that the heat transfer coefficient should be displaying the
same trend as the other higher mass flux dataset.

In observing the trends of the lower mass flux case (G
~770 kg/(m?s)), these data suggest a nucleation dominated re-
gion at low quality, with the heat transfer coefficient being a
strong function of the heat flux and a weak function of the mass
quality. These trends were typical for the other heat flux values
at this mass flux. For the higher mass flux case (G
~ 1040 kg/(m?s)), the heat flux influence on the heat transfer
coefficient is less significant however, and this was typical for
other heat flux cases at this mass flux. It is noted that the data
obtained during the large temperature gradient fronts are not pre-
sented as they are out of range of the TLC, as well would be
accompanied with significant time variance. However, if wall tem-
perature measurements were available they would show a signifi-
cant decrease in the heat transfer coefficient in the range of quality
greater than 0.35.

Figures 12 and 13 compare the measured heat transfer coeffi-
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cient with three different correlations. The first correlation is given
by Kandlikar [30] and Kandlikar and Balasubramanian [31]. It is
based on a variety of working fluids and working conditions, and
for channel diameters ranging from 4 mm to 32 mm [3]. It has
been modified from its original form to account for flow in mini-
channels (0.20 mm<D<23.0 mm) in the laminar and transitional
range [31]. Flow is considered in the transitional range if 1600
<Re;=3000, which are the conditions of the presented data. The
correlation is

hy, = larger of(hy, xpp and Ay, cpp) (4)

where NBD denotes nucleation boiling dominated and CBD de-
notes convection boiling dominated. Each term is

hyy N = 0.6683C0™"*(1 = x)*%h s+ 1058.0B0*7 (1 — x) " Fih

hy cpp = 1.136Co™ (1 = x)**h; + 667.2B0" (1 — x)**Frhy

0.8 0.5
co=(=2)"(2)
f

where Fp is a fluid to surface relating term and for stainless steel
tubes with any fluid is 1.0 [31]. For the transitional regime, it is
recommended to use a single-phase heat transfer coefficient based
on a linear interpolation between laminar and turbulent flow. In
the present work, /s has been taken as that based on the analytical
solution for laminar thermally developing flow [32].

The second correlation by Warrier et al. [18] was selected as it
is based on a working fluid with similar chemical structure, FC-
84. However, the geometry used in the study was composed of
five parallel rectangular channels of 0.75 mm hydraulic diameter.
The correlation is given by

%E =1+6.0Bo""[-5.3(1 - 855B0)]x"% (6)
A
The single-phase, liquid heat transfer coefficient (i) is for fully
developed flow, however, it was taken as the thermally developing
value for the present.
The third correlation by Gungor and Winterton [33] is based on
a database covering a variety of fluids for channel diameters rang-
ing from 2.95 mm to 32.00 mm, and under a variety of channel
orientations. It is

hiy= Ehy+ Shygy

hoey = 55P%12(= 0.4343 In(P,)) "5 M~03(Q/A) 7

1 0.86
E=1+24,000Bo"' + 1.37(—)

113

S= (] +1.15 X 10~°E? Re}‘”)_l

v - (ﬂ)o‘g(&;)()S(ﬂ)OAl (7)
T\ x o) \a,

The parameter E is an enhancement factor of the single-phase heat
transfer and S is a suppression factor for the pool boiling term.
The single-phase heat transfer coefficient (/) is defined based on
the Dittus—Boelter correlation [33] for turbulent flow. However, in
the present as with the previous cases, it has been modified with
the thermally developing laminar flow analytical solution. Due to
lack of data on vapor phase viscosity of FC-72, this term was
taken as 1.0.

As shown in Figs. 12 and 13, both the correlation of Egs. (4)
and (5) and Eq. (6) underpredict the heat transfer coefficient for
all cases of heat fluxes, although Egs. (4) and (5) are closer in
magnitude. The trends presented by both correlations, however,
are very similar to that observed in the data of Fig. 12 (G
~1770 kg/(m?s)), showing a slight decrease in heat transfer co-
efficient with increasing quality. For this lower mass flux case, the
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correlation by Egs. (7) also provides a good measure of the mag-
nitude of the heat transfer coefficient for the middle range of heat
fluxes; however, it overpredicts and slightly underpredicts the data
for the low and high heat flux cases, respectively. For the higher
mass flux case shown in Fig. 13, however, the correlation from
Eq. (7) consistently slightly underpredicts the heat transfer coef-
ficient. The correlation of Eqs. (4) and (5) contains a nucleate
boiling dominated form (/;, xgp) and a convective boiling domi-
nated form (/1 cp). For the conditions in the present work it was
found that the nucleate boiling dominant form of the equation
prevailed for the majority of the instances, particularly at the
lower mass flux case (770 kg(m?s)). On the other hand, the cor-
relation in Eq. (7) contains a nucleate boiling component (Sh,,)
and a convective boiling (Eh;) component and in general had the
best agreement with the results in terms of magnitude. It was
found that the total heat transfer coefficient from this correlation
was dominated by the convective boiling component which ac-
counted for 60-70% of its value. The lack of correspondence of
the correlations confirms that additional studies are still required
as has been mentioned by many other researchers, and addition-
ally with a variety of fluids to expand the correlation versatility as
has been demonstrated by the lack of fit with present data.

6 Conclusions and Recommendations

The investigation of flow boiling heat transfer of FC-72 in a
1.067 mm tube through use of liquid crystal thermography has
been presented. Local heat transfer data are presented for a low
mass flux of (G~770 kg/(m?s) and G~ 1040 kg/(m?s)) and a
low inlet subcooling partially because boiling initiation was not
observed at other conditions. At these low mass flux cases, a
unique phenomenon at boiling onset was observed, whereby a
large temperature gradient front moved toward the exit of the tube
with a cooler wall temperature behind it. This observation was
enabled due to the use of a thermographic technique for wall
temperature measurement. Additional investigations are recom-
mended to provide further understanding of this observation.

Under two-phase conditions the wall temperature was observed
to oscillate for a wide range of heat fluxes. The amplitude was on
the order of 1-7°C for low heat flux and the frequency around
10 Hz. At a high heat flux large oscillatory wall temperature gra-
dients were observed through the form of a wall temperature gra-
dient front. The nature of these large gradient oscillations suggests
an oscillating partial dryout regime. Although flow visualization
was not directly performed, the use of a thermographic technique
has inadvertently provided a means for partial flow visualization.

Local heat transfer coefficient data were presented for a quality
up to approximately 0.3. In the range of heat flux covered, the
heat transfer coefficient is dependent on heat flux, but only mildly
influenced by quality at a lower mass flux of ~770 kg/(m?s). At
a higher mass flux of ~1040 kg/(m?s), the heat transfer coeffi-
cient is less dependent on heat flux. When compared with some
relevant correlations, none can accurately predict the observed
magnitude and trend over the entire range of heat fluxes. In con-
clusion, although there has been an increase of work in the area of
two-phase flow in mini- and microchannels, much work still re-
mains in order to provide good predictability of the phenomena.
To aid this work, researchers should consider thermographic ap-
proaches such as thermochromic liquid crystal thermography, as
they may provide an added perspective on the phenomena.

Nomenclature
A = area, m®
Bo = boiling number
C, = specific heat, kJ/(kg K)
D = inner tube diameter, m
f = friction factor
g = gravity, m/s?
G = mass flux, kg/(m?s)
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h = heat transfer coefficient, W/(m? K)

hye = latent heat of vaporization

k = thermal conductivity, W/(m K)
L = length, m

m = mass flow, kg/s

n = index

Neone = confinement number
Nu = Nusselt number h,D/ks,
P = pressure, N/m?
Pr = Prandtl number
P, = reduced pressure
Q = heat to fluid, W
Re = Reynolds number, with respect to tube inner
diameter
= temperature, K
quality
= streamwise location, m
= z/RePrD

N«-N =N
Il

Greek

density, kg/m?

= surface tension, N/m
viscosity, Ns/m?

SHRS)
Il

=
Il

Subscripts
0 = zero quality location
w = free stream condition
b = fluid bulk condition
bi = boiling incipience
CBD = convection boiling dominated
f = liquid phase
fd = fully developed
fluid = fluid condition
h = heated
in = inlet condition
i = inner wall
loc = local condition
NBD = nucleate boiling dominated
out = outlet condition
sat = saturation conditions
sub = subcooled conditions with respect to entry
TLC = thermochromic liquid crystal
tp = two-phase

v = vapor phase

w = wall

y = spanwise direction

z = streamwise direction
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A Generalized Diffusion Layer
Model for Condensation of Vapor
With Noncondensable Gases

The diffusion layer model for condensation heat transfer of vapor with noncondensable
gases was originally derived on a molar basis and developed from an approximate
Jormulation of mass diffusion, by neglecting the effect of variable vapor—gas mixture
molecular weights across the diffusion layer on mass diffusion. This is valid for gases
having a molecular weight close to that of the vapor or for low vapor mass transfer rates,
but it may cause serious error if a large gradient in the gas concentration exists across
the diffusion layer. The analysis herein shows that, from the kinetic theory of gases, Fick’s
law of diffusion is more appropriately expressed on a mass basis than on a molar basis.
Then a generalized diffusion layer model is derived on a mass basis with an exact
Jormulation of mass diffusion. The generalized model considers the effect of variable
mixture molecular weights across the diffusion layer on mass diffusion and fog formation
effects on sensible heat. The new model outperforms the one developed by Peterson when
comparing with a wide-ranging experimental database. Under certain limiting condi-

tions, the generalized model reduces to the one developed by Peterson.
[DOI: 10.1115/1.2728907]

Keywords: condensation heat transfer, diffusion layer model, noncondensable gas

1 Introduction

Condensation with noncondensable gases occurring in passive
containment cooling systems of future nuclear light water reactors
plays a key role in removing decay heat from the containment
building. An accurate model for condensation with noncondens-
able gases is essential for the design of heat exchangers in passive
containment cooling systems. This paper discusses development
of a model for condensation with noncondensable gases and vali-
dation against a comprehensive experimental database covering
the operation range of passive containment cooling systems. The
model is valid for any heat exchanger with vapor/gas mixtures
condensing inside tubes.

The theoretical analysis of condensation of vapor—
noncondensable gas mixtures using the stagnant film model was
first presented by Colburn and Hougen [1] for vapor—air mixtures.
In their method, the overall heat transfer conductance between the
condenser tube wall and vapor—air mixture is comprised of the
conductance of the condensate film and the gas boundary layer
where the air accumulates. The heat transfer through the gas
boundary layer includes sensible and latent heat transfer. The la-
tent heat transfer is evaluated by using the stagnant film model
combined with the heat and mass transfer analogy. Because this
calculation method requires the convergence of two unknown
variables, the interface temperature and air mole fraction, the
methodology is cumbersome to use in engineering applications,
requiring extensive iterations to match the condensation mass flux
to the heat transfer through the condensate film. Although Colburn
and Hougen [1] never derived an expression for the conductance
of the gas boundary layer, they suggested that for saturated mix-
tures the mass transfer coefficient in the stagnant film model could
be converted to a corresponding heat transfer coefficient by using
the Clausius—Clapeyron equation. The diffusion layer model [2]
was based on this principle.

Peterson et al. [2] introduced the concept of a “condensation
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thermal conductivity” in developing the diffusion layer model,
wherein the overall gas-side conductivity is formulated as a com-
bination of the condensation thermal conductivity for latent heat
transfer and the standard thermal conductivity for sensible heat
transfer. The advantages of diffusion layer modeling are depiction
of the mass transfer in a form as simple as that for the sensible
heat transfer, and rapid convergence in numerical calculations,
since the condensation thermal conductivity is only a weak func-
tion of the interfacial temperature.

Due to the model’s simplicity, calculation methods utilizing the
diffusion layer model have been applied to analyze condensation
with noncondensables in heat exchangers designed for nuclear
systems [3,4]. These calculation methods often underpredict ex-
perimental data, with standard deviations of theoretical predic-
tions from the experimental data by Vierow [5] and Siddique [6]
in the range from about 40% to 70%. This paper discusses an
improvement of the original diffusion layer model and presents a
methodology for heat transfer prediction of condensation with
noncondensables, which has improved prediction capabilities for
heat exchangers in passive containment cooling systems.

Peterson’s [2] diffusion layer model can be improved further by
considering the effects of fog formation, suction, and condensate
film waviness. Brouwers [7] introduced fog correction factors for
both sensible and latent heat transfer. Under operating conditions
of passive containment cooling systems, fog formation enhances
the sensible heat transfer and the fog correction factor for the
sensible heat transfer ranges from 1 to 3, while fog formation
reduces the latent heat transfer and the fog correction factor for
the latent heat transfer is virtually 1. Therefore, the effects of fog
formation are more important for higher noncondensable gas con-
centration regions where the sensible heat transfer is comparable
to the latent heat transfer. The “suction” effect of condensation
promotes better heat transfer by pulling vapor to the condensation
surface. The suction factor for the latent heat transfer has already
been included in Peterson’s [2] diffusion layer modeling of mass
transfer [7,8], therefore, only the suction factor for the sensible
heat transfer needs to be considered herein. Film waviness en-
hances both heat and mass transfer by increasing the interfacial
surface roughness. A film waviness factor of 1.2 correlated from
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experimental data for the latent heat transfer was reported [2]. The
film waviness should affect the sensible heat transfer to the same
extent by the heat and mass transfer analogy.

The condensation thermal conductivity in Peterson’s [2] diffu-
sion layer model was derived from a formulation of mass diffu-
sion by using quantities and Fick’s law of diffusion on a molar
basis, a conventional formulation for analysis. Peterson’s [2] dif-
fusion layer model may be extended by formulating the conden-
sation thermal conductivity on a mass basis. Although the formu-
lation on a mass basis becomes more complicated than that on a
molar basis, it is more appropriate to use when the condensation
thermal conductivity is coupled with the heat and mass transfer
analogy to evaluate the latent heat transfer.

The theoretical basis underlying the analogies between momen-
tum, heat, and mass transfer is that the original as well as the
transformed conservation equations for momentum, heat, and spe-
cies mass continuity have similar mathematical forms. Mass-
based quantities such as mixture density and mass-averaged ve-
locity are used in conservation equations for multicomponent flow
systems. Rohsenow [9] pointed out the distinction between the
molar and mass-based formulations of the convective mass diffu-
sion. If the molecular weights of the two species in the gas mix-
ture are quite different, the molar-averaged mixture velocity devi-
ates from the mass-averaged mixture velocity. Since the mass-
averaged mixture velocity is the velocity used in conservation
equations for multicomponent systems, and for turbulent flow
where momentum is important in controlling the structure of the
gas boundary layer, the use of mass-based quantities is more ap-
propriate when applying the analogies between momentum, heat,
and mass transfer. Therefore, formulating convective mass diffu-
sion on a mass basis is preferred in this analysis.

The effects of variable mixture molecular weights across the
diffusion layer on vapor diffusion provide another motivation for
selecting the mass-based formulation. The effects of mixture mo-
lecular variations that result from large concentration differences
through the boundary layer prove to be very substantial and seri-
ous error can be introduced if they are ignored [10]. Fick’s law of
diffusion on a molar basis will be shown to neglect the effects of
variable mixture molecular weights across the diffusion layer on
mass diffusion. Even for a slight bulk noncondensable gas frac-
tion, the noncondensable gas may accumulate at the condensation
interface and attain a large gas fraction. Therefore, neglecting the
change of the mixture molecular weight may cause serious error if
a large gradient of gas concentration exists across the diffusion
layer.

The stagnant film model proposed by Colburn and Hougen [1]
and the diffusion layer model proposed by Peterson [2] were
shown to be equivalent to each other [8] and both of them rely on
the heat and mass transfer analogy to calculate latent heat transfer.
Both the stagnant film model and diffusion layer model neglect
the longitudinal flow acceleration, which is unrealistic for most
applications. Solving boundary layer equations with a numerical
method for the gas and liquid phases can take into account the
longitudinal flow acceleration [11,12]. However, the neglect of the
longitudinal flow acceleration makes it possible to obtain an ana-
lytical solution which is simple to use in engineering applications
and provides results not far from the rigorous boundary layer
analysis. The stagnant film model has been formulated on a molar
and a mass basis and the mass-based approach tends to provide
higher values of mass flux than the molar-based approach [13].
Ambrosini [ 13] noted that recent progress in the modeling is mini-
mal even though the models that underpredict heat transfer con-
tinue to be widely used. One of the objectives of the current work
is to formulate the diffusion layer model on a mass basis and
compare the diffusion layer models on a molar basis and on a
mass basis.

Herein a generalized diffusion layer model pursued on a mass
basis is developed and differences of the mass and molar-based
formulations in their approximations are discussed. Under limiting
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conditions, the generalized model is identical to the model devel-
oped by Peterson [2]. A calculation methodology using the new
model was developed and validated against a wide-ranging ex-
perimental database. In the methodology, the effects of variable
mixture molecular weights across the diffusion layer on the latent
heat transfer are taken into account, and the effects of fog forma-
tion and suction on the sensible heat transfer are calculated with a
mechanistic model developed by Brouwers [7]. The new method
gives better predictions for a variety of experimental data than
other methods using molar-based diffusion layer models.

2 A Generalized Diffusion Layer Model

Treating the gas film as a diffusion layer, Peterson [2,14] de-
rived a condensation thermal conductivity in the diffusion layer
model on a molar basis

oot hiohr PDM;
‘e

R*T
_In[(1 = x,)/(1 = x,)]
¢= In(xy/%g)) M

where k” is the condensation thermal conductivity. Using the con-
cept of condensation thermal conductivity, the Sherwood number
for condensation takes a simple form, Sh=~h L/ kf, which is analo-
gous to the Nusselt number for sensible heat transfer, Nu=hL/k.
Then the total heat transfer coefficient is conveniently given by
combining the parallel gas-side latent heat transfer and sensible
heat transfer coefficients in series with the liquid-side heat transfer
coefficient

LR S S o
hy he+hg hy Sh-k.+Nu-k k;

Figure 1 shows the coordinate system used to develop the dif-
fusion layer model on a mass basis. Since the liquid—vapor inter-
face is impermeable to gas, the mass balance requires that the
absolute noncondensable gas mass flux normal to the interface is
zero, n,=0; the absolute vapor mass flux n, normal to the inter-
face is the sum of a convective and a diffusive component
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dm
dy

where Fick’s law of diffusion on a mass basis is employed. Equa-
tion (3) can be simplified to

. 3)

n,= mv(nv + ng) - me

d1In(1 - m,)
dy

Letting &, be the effective thickness of the diffusion layer, in-
tegration of Eq. (4) over the diffusion layer leads to

5g My
f n, dy = f oD d1n(1 —my,) (5)

0 vb

)

1y, = p,D

To conserve mass, the absolute vapor mass flux, n,, must be
constant through the diffusion layer. It is noted that in Peterson’s
[2,14] diffusion layer model, the molar average mixture velocity
has to be constant following the assumption of a constant molar
density through the diffusion layer. In general, the molar density is
going to be more uniform in the boundary layer than the mass
density, if the molecular weights of the two species are quite dif-
ferent. This provides motivation to select the molar-based formu-
lation by Peterson [2,14]. For the mass-based formulation in Eq.
(5), since the mixture density, p,,, is a decreasing function of
temperature (~7""), and the mass diffusivity, D, is an increasing
function of temperature (~7'-) that nearly compensates, p,,D is a
weak function of temperature. Consequently, if p,,D is evaluated
at an average temperature and considered a constant, no signifi-
cant error is introduced and a convenient analytical solution can
be obtained. Therefore, the absolute vapor mass flux can be evalu-
ated from Eq. (5) as

F_)mD - my;
n,=——In——
S

The latent heat transfer coefficient is expressed by using Eq. (6)

as

(6)

l—mvb

h;‘gﬁmD n 1 — My
ST, —=T) ~ 1-my,

hc = nvh}'g/(Tb - Tl) = (7)

The Sherwood number, Sh=L/§,, can be recast by substituting &,
from Eq. (7) as

_ h.L 1 _h.L

" h}ypuDIT, = T) In[(1 = m,)/(1=m,,)] ~ k,

Therefore, the condensation thermal conductivity derived on a
mass basis is

(8)

L=my; )

l—mvb

k.= hybnl In
T,-T;

In Appendix A, the condensation thermal conductivity derived
on a mass basis is recast to a form comparable to that derived on
a molar basis [2] by using the Clausius-Clapeyron equation and
the ideal gas law. The final result is

i = B2l PDMM,
< RT3

_ In[(1 = my,)/(1 —my;)]
= In(m,/m,,;,)

e
M mhM mi
¢, in Eq. (10) appears similar to ¢ in Eq. (1) and takes into

account the effects of noncondensable gas and suction on vapor
condensation. ¢, is a new factor, which takes into account the

b= (10)
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effects of variable mixture molecular weights on vapor diffusion
that result from large concentration differences through the diffu-
sion layer.

By the definition of the suction factor [10], In(1+B,,)/B,,
which is a function of the mass transfer driving force, B,,=(m,,
—my;)/ (my;—1), ¢, can be converted to

1 m,In(1+B,)

¢l Mg B m
The mechanism responsible for the degrading effects of the non-
condensable gas on vapor condensation is accumulation of the
noncondensable gas at the interface. As the gas accumulates at the
interface and the gas fraction at the interface m,; approaches unity,
the log mean vapor mass fraction m, approaches zero and the
condensation thermal conductivity k. decreases toward zero. Con-
sequently, the condensation heat transfer is nearly completely in-
hibited and the total heat transfer coefficient in Eq. (2) is given by
the serial combination of only the sensible gas-side heat transfer
and liquid-side heat transfer coefficients. On the other hand, as the
gas fraction at the interface approaches zero, the condensation
thermal conductivity approaches infinity. Consequently, the total
heat transfer coefficient is identical to the liquid-side heat transfer
coefficient, which is the case of pure vapor condensation. For
intermediate gas fractions, the suction factor always augments the
condensation heat transfer. Therefore, the definition of the con-
densation thermal conductivity clearly shows the effects of non-
condensable gases and suction on condensation.

If the mixture molecular weight M, in Fick’s law of diffusion is
considered a constant across the diffusion layer, as an approxima-
tion used by the diffusion layer model on a molar basis [2,14],
then either there is a uniform vapor—gas composition through the
diffusion layer or the gas molecular weight is approximate to the
vapor molecular weight. Since there is mass transfer it cannot be
true that there is a uniform vapor—gas mixture composition, so it
must be true that the gas molecular weight is approximate to the
vapor molecular weight, M,~ M, It follows that ¢,~1, ¢ = ¢,
and Eq. (10) is identical to Eq. (1). Therefore, the diffusion layer
model based on Eq. (10) is a generalized one, and the diffusion
layer model on a molar basis is for a specific case.

(11)

3 Comparison of Molar and Mass-Based Diffusion
Layer Models
Fick’s law of diffusion for two-component systems is generally

expressed either on a molar basis or a mass basis. On a molar
basis, the diffusive vapor molar flux is

J,=—CDVx, (12)
On a mass basis, the diffusive vapor mass flux is
Jjo==pDV m, (13)

Without demonstration, Mills [15] stated that the mass fraction is
more suitable than the mole fraction for formulating the driving
potential in Fick’s law of diffusion. The next paragraphs demon-
strate that Eq. (13) is indeed the more appropriate mathematical
form for describing mass diffusion for binary gas mixtures by
using the results from the kinetic theory of gases, although the
expressions in Egs. (12) and (13) are algebraically identical.

Using m,=x,M,/M,, the diffusive vapor mass flux in Eq. (13)
may be represented in terms of molar fractions as j,=
—-pDM,V (x,/M,,). This can be expanded for a one-dimensional
geometry as

(14)

From Eq. (14), it is noticed that if the mixture molecular weight is
assumed constant through the diffusion layer, VM,,=0, Fick’s law
of diffusion can be expressed by either Eq. (12) or (13). Other-
wise, Fick’s law of diffusion should be expressed by Eq. (13) in
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accordance with the kinetic theory of gases on mass diffusion.
Using M,,=x,M,+(1-x,)M,, it follows that VM,=M,Vx,
-M,Vx, and Eq. (14) can be recast as

M,Vx
Jjo=—pDM,—55—= (15)
M)n
Using C=p/M,,, Eq. (15) is equivalent to
C2
Jjo=——DM,M,V x, (16)

p

Equation (16) is exactly the formulation of mass diffusion for
two-component systems according to the kinetic theory of gases,
if the concentration gradient is the only driving force for diffusion
[16]. Therefore, Fick’s law of diffusion for two-component sys-
tems should be expressed on a mass basis and Fick’s law of dif-
fusion on a molar basis neglects the variation in mixture molecu-
lar weights. The form on a molar basis, assuming a constant
mixture molecular weight across the diffusion layer, is a good
approximation if the vapor concentration is small as in low mass
transfer situations (M, =~ M), or the molecular weights of the two
components in the system are very close to each other (M,
~M,).

It is useful to compare the vapor mass flux predicted by the
molar and mass-based formulations of mass diffusion. On a molar
basis, by using Eq. (12) the diffusive condensation mass flux is

jszUJU (17)

While on a mass basis, by using Eq. (14) the diffusive conden-
sation mass flux can be represented as
, X, VM,
Jo=MyJ, + pDM, = 5

m

(18)

Comparing Egs. (17) and (18) shows that for condensation of
vapor—air mixtures, the diffusive condensation mass flux predicted
on a mass basis is different from that predicted on a molar basis.
Since the air accumulates at the liquid—vapor interface and causes
a variation of the mixture molecular weight M,, across the diffu-
sion layer, the second term on the right hand side of Eq. (18)
contributes to an additional condensation mass flux. This effect is
taken into account by the condensation thermal conductivity in the
generalized diffusion layer model with the factor ¢, in Eq. (10),
which is greater than unity due to the variation of the vapor—air
mixture molecular weight across the diffusion layer.

The ratio of the condensation thermal conductivity k. in Eq.
(10) from the current derivation and k” in Eq. (1) from Peterson
[2] is

k. MM, In(mi/m,,)

kf - MUMmhMmi 11’1[(1 - mgb)/(l - mgi)]

In[(1 = x,)/(1 —x,,)]
In(xgi/xg;,)

(19)

For a prescribed total pressure, this ratio is a function of the gas
molar fraction in the bulk fluid (xg,,) and the interfacial gas molar
fraction (x,;) as determined by the temperature difference (ST
=T,—T;) between the bulk fluid and the liquid—vapor interface.
Figure 2 shows this ratio versus x,, for air. The computation of
this ratio was performed at a total pressure of 200 kPa. The tem-
peratures were assumed equal to the saturation temperatures cor-
responding to the vapor partial pressure in the bulk and at the
interface. Figure 2 shows that the new theory predicts a higher
condensation thermal conductivity and therefore higher latent heat
transfer rates. The enhancement of the latent heat transfer comes
from the effects of the variation of the mixture molecular weight
across the diffusion layer. These effects can increase the total heat
transfer significantly, because the latent heat transfer is much
larger than the sensible heat transfer, especially for the lower non-
condensable gas concentration region near the inlet of the conden-
sation tubes. Since calculation methods based on Peterson’s [2]
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Fig. 2 Dependence of k./kf on air fractions and temperature
differences (P=200 kPa)

diffusion layer theory generally underpredict experimental data,
the calculation method based on the new theory is shown to have
better prediction capabilities.

4 Results and Discussion

The generalized diffusion layer theory has been validated
against local heat transfer coefficient data for condensation with a
noncondensable gas. The data were taken from Vierow’s [5], Sid-
dique’s [6], and Kuhn’s [17] experiments on condensation of
vapor—air forced convection flows inside vertical tubes. The data-
base was comprised of 17 steady-state runs with 204 data points
from Vierow’s [5] data, 52 runs with 393 data points from Sid-
dique’s [6] data, and 79 runs with 627 data points from Kuhn’s
[17] data. The database covers a variety of test parameters, with
the inlet air mass fraction ranging from about 1% to 40%, steam—
air mixture Reynolds number ranging from about 500 to 45,000,
and total pressure ranging from about 100 kPa to 500 kPa.

The test section is divided into axial elements of equal size Az
centered at axial location z;. The total heat transfer coefficient
defined in Eq. (2) was calculated at each axial location z;. For
each run in the experimental database, the inputs were the inlet air
molar fraction, inlet mixture Reynolds number, and total pressure.
At each axial node, the tube inner wall temperature was pre-
scribed by the measured data in the experiments; the latent heat
was evaluated with the generalized diffusion layer model devel-
oped herein; and the sensible heat was evaluated by considering
the suction and fog formation effects using multiplying factors
derived from a basic analysis of combined heat and mass transfer
[7,18]. The calculation procedure at each axial location zj of the
tube is comprised of ten steps as shown in Appendix B.

Figure 3 shows a comparison of the theoretical and experimen-
tal data. The standard deviation of the predictions from the experi-
mental data is defined as

N
h 2

std = E(M—l> /(N—l)
-1 i

hexp

where N is the number of data points in the experimental data sets.
The predictions are in good agreement with the experimental data,
considering the measurement error in the experiments was about
20%. Table 1 compares the standard deviations of the current
calculation method and two other methods using the molar-based
diffusion layer models [3,4] for three experimental data sets
[5,6,17]. Although the data sets are more comprehensive in the
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Fig. 3 Comparison of theoretical and experimental local heat
transfer coefficients

current calculations than those used in Kageyama’s [3] and Her-
ranz’s [4] calculations, the performance of the current method is
much better.

In the present model, Peterson’s [2] diffusion layer model has
been extended by considering the effects of variable mixture mo-
lecular weights, which notably increase the latent heat transfer
especially for low air concentration regions, and the effects of fog
formation [7], which significantly increase the sensible heat trans-
fer especially for high gas concentration regions. As noted by
Brouwers [7], approximations have been made to conveniently
derive an analytical condensation thermal conductivity in the
molar-based model. The water vapor saturation line was replaced
by the Clausius—Clapeyron equation and the acceleration of the
axial flow has been neglected. These approximations are still used
in the new mass-based model.

In the calculation method the film waviness effects have not
been considered since a good and simple mechanistic model com-
patible with the current methodology is unavailable. Numerical
simulations [19,20] showed that film waviness can enhance heat
transfer due to thinning of the film thickness and increasing of the
interfacial shear stress. It is observed from Fig. 3 that greater data
scattering happens for predictions of smaller local heat transfer
coefficients (2<<500 W/m? °C). Low heat transfer rates com-
monly occur at the downstream end of condensation tubes, where
the film thickness is larger and the film waviness effects are more
significant. Another factor contributing to the discrepancy is the
neglect of buoyancy effects in the calculations. Significant buoy-
ancy effects come into play when the mixture Reynolds number is
small and the mixture density at the interface is much larger than
that in the bulk flow. The data points with very high heat transfer
coefficients (h>20,000 W/m? °C) in Fig. 3 were taken from Sid-
dique’s [6] experimental data. These data were measured at the

inlet of the exchange tube (z=0), where the entrance effect result-
ing from the developing flow prior to a fully developed gas
boundary layer on heat transfer is quite large [6]. The current
calculations have not considered entrance effects.

Since the liquid-side heat transfer coefficient plays a secondary
role in determining the total heat transfer coefficient in the pres-
ence of noncondensables [21], the liquid-side heat transfer coeffi-
cient was evaluated with the classic Nusselt film theory to sim-
plify calculations. For condensation of pure vapor flows, the
liquid-side heat transfer coefficient could be evaluated with a
more rigorous model.

5 Conclusions

A generalized diffusion layer model for condensation of vapor
from vapor/noncondensable gas mixtures was developed by for-
mulating the mass diffusion on a mass basis. The condensation
thermal conductivity derived for this model considers the effects
of noncondensable gas and suction on condensation heat transfer.
The effect on vapor diffusion of variable mixture molecular
weights across the diffusion layer have been taken into account in
the new model, which significantly increases the latent heat trans-
fer, especially for low noncondensable gas concentration regions.
The generalized model is reduced to the original one developed by
Peterson [2] with the assumption of constant mixture molecular
weights across the diffusion layer. Comparisons with a variety of
experimental data show that the generalized diffusion layer model
can better predict the data than molar-based diffusion layer mod-
els.

Nomenclature
B, = (my,—my;)/(m,;—1), mass transfer driving
force
C = molar density (kmol/m?3)
¢, = constant pressure specific heat (J/kg K)
D = diffusivity (m?/s)

h = heat transfer coefficient (W/m? K)
hy, = latent heat of vaporization (J/kg)
!
hpy = hpgtcp(Typ=T)
J = diffusive molar flux (kmol/m?s)
j = diffusive mass flux (kg/m?s)
k = thermal conductivity (W/m K)
L = characteristic length (m)
Sc/Pr, Lewis number
M = molecular weight (kg/kmol)
M, = x,M,+(1-x,)M,, mixture molecular weight
. (kg/kmol)
M, = x,M,+(1-x,)M,, average mixture molecular
weight (kg/kmol)
= mass fraction
(my,—m;)/In(my/m;), log mean mass fraction
= absolute mass flux (kg/m?s)

F3)

s 3|3
Il

Table 1 Comparison of standard deviations by different calculation methods
Current method Kageyamad Herranz®
Standard Standard Standard
Number of deviation Number of deviation Number of deviation
Data set data points (%) data points (%) data points (%)
Vierow" 204 28 129 71 144 48.5
Siddique” 393 31 40 — —
Kuhn® 627 12 — — —

See Ref. [5].
"See Ref. [6].
“See Ref. [17].
9Sce Ref. [3].
°See Ref. [4].
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absolute pressure (Pa)

= universal gas constant (J/kmol K)
Nu"/RePr

absolute temperature (K)

= (T,+T;)/2, average temperature (K)
phase specific volume change (m3/kg)
mole fraction

(xp=x;)/In(x,/x;), log mean mole fraction
coordinate normal to interface

film thickness (m)

density (kg/m?3)

average density (kg/m?)

= liquid viscosity (m?/s)

%)
NN TR
[

<
S TIT B =I=R
Il Il

Subscripts

= bulk

= condensation (latent) heat transfer
= condensate film

noncondensable gas

= liquid-vapor interface

= vapor-gas mixture

= sensible heat transfer

= total

= vapor

S R S
Il

Appendix A: Derivation of Condensation Thermal Con-
ductivity

By using the Clausius—Clapeyron equation, (P,,—P,;)/(T},
=T;)=hs/(Tvs,), and the approximation vy, =~ 1/p,=1/(m,p,,)

where the log mean vapor mass fraction is m,=(m,,
—my;)/In(my,/my;), Eq. (9) can be recast as
-2
kc _ h)/"ghfgme My — My; ln[(l - mvi)/(l - mvh)] (Al)

T va - Pvi 1n(mvb/mvi)
Using (Py,—P,;)/ P=x,,—X,;, and assuming ideal gas behavior

Pm=M,,P/(RT), Eq. (A1) leads to

hf;zh/g,PDM My — My 111[(1 — My /(1
RT Xyp = Xpi

By the definition of mass fraction m,=x,M,/(x,M,+(1-x,)M,)

=x,M,/M,, the second term on the right hand side of Eq. (A2)
can be recast as

Ub)]

k.= (A2)

¢ In(m,,/m,;)

mvh_mw_ MM
MM,

Xob = Xpi mi

(A3)
Combining Egs. (A2) and (A3), the condensation thermal conduc-
tivity is derived on a mass basis as

_ hjhy PDMM, My, In[(1 = m)/(1=my)]

RzTg Mmmei ln(mvb/mvi)
72
hfghngDM M, M, In(rmy;/my;,) (A4)
R2T3 Mmmei ln[(l - mgb)/(l - mgi)]

Appendix B: Calculation Methodology for Local Total
Heat Transfer Coefficients

1. Initialize the first node with test inlet conditions;

2. Guess an interfacial gas molar fraction, x,;=x,,+0.01;

3. Calculate M,,=x,M,+(1-x,)M,, m,=x, M /M e and fluid
properties;

4. Calculate the gas-side latent heat transfer coefficient 4. from
Sh=h.L/k,; k. is evaluated with Eq. (10); Sherwood number
is evaluated with the heat and mass transfer analogy

Journal of Heat Transfer

0.023 Re®¥ Sc®¥,  Re = 2300
= (B1)

48/11, Re <2300

5. Estimate the condensation mass flux based on the calculated
condensation heat transfer coefficient, 1" =h.(T;,~T;)/hy,,
where the temperatures are assumed equal to the vapor satu-
ration temperatures corresponding to the vapor partial pres-
sures; update the node-wise condensate mass flow rate per
unit length (I') with m"; update the node-wise vapor—gas
mixture Reynolds number and gas molar fraction at the bulk
fluid accordingly;

6. Calculate the gas-side sensible heat transfer coefficient with

. ]0.023Re™PO3  Re=2300
T 48711, Re < 2300

The Nusselt number for sensible heat transfer should be
corrected by a suction factor 6, and a fog formation factor 6,

(7]

(B2)

Nu=Nu" 0,6,

CEU & 11'1( 1- xvh)
c,Le Ny, 1—x,

0 =
¢,Le Ny, 1 —x,;

hts; Xpb = Xyi Shl

c,Le T,—T; Nu
Op= (B3)
P il
c,le dT |y

where Sh;/Nu;=Le"3, and F(T)=P,(T)/P, represents the
saturation line of water vapor and an error in the denomina-
tor of 6, has been corrected with respect to the analysis given
by Brouwers [22];

7. Calculate the liquid-side heat transfer coefficient with hy
=ks/ 5f; 5f is evaluated from the Nusselt film condensation
theory

13
el 200 ) ”
(pr=pylg
8. Update the interfacial temperature using

1 1
(T, = T)(he+hy) = (T, = T,)h, = (T, - Tw)/ (h h + h_>
c s f

(B5)

9. Calculate the vapor partial pressure at the interface assuming
the interfacial temperature equal to the vapor saturation tem-
perature; update the interfacial gas molar fraction x,; using
Xgi=1-P;/P; and

10. If Xg; converges by some predefined criterion, store results

and go to Step 2 for the next node. Otherwise, go to Step 3
and repeat until x,; converges.

gl
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Heat Transfer Enhancement of
Steam Reformation by Passive
Flow Disturbance Inside the
Catalyst Bed

Because of the potential for high efficiency and low emissions, hydrogen powered systems
are considered to be the next generation power source for both stationary and transpor-
tation applications. Providing a hydrogen source is a critical challenge. Steam reforming
processes are demonstrated for producing hydrogen for fuel cell and other applications.
Generating hydrogen via steam reformation requires that heat energy be transferred to
the reactants to support the endothermic reaction. For a cylindrical steam-reforming
reactor, large thermal gradients between the heat source (reactor wall) and reactor
centerline create a nonideal condition for complete conversion. This gradient is caused
by insufficient heat transfer inside the catalyst bed. Passive flow disturbance inside the
catalyst bed is a potential method to enhance the heat and mass transfer in the steam-
reforming process. This paper presents experimental research that investigates the effect
of changing the flow pathway inside the reactor to improve the heat and mass transfer
and thus enhance fuel conversion. Based on the experimental results, a 14% increase of
methanol fuel conversion was achieved via the passive flow disturbance enhancement.
The tradeoff was an extra pressure drop of 2.5 kPa across the reactor. A 30 h experimen-
tal run does not show a significant change in degradation rate for the passive flow
disturbance. The results of this study contribute to the improvement of reformer design

for better fuel processing system performance. [DOI: 10.1115/1.2728906]

Keywords: hydrogen, methanol, reformer, flowpath

Introduction

Hydrogen fuel cells have attracted attention because of the po-
tential for high energy efficiency and eco-friendly emissions. In
transportation applications, fuel cells are also considered as a can-
didate to replace the conventional internal combustion engine.
Providing a hydrogen source for fuel cells is a critical challenge.
Steam reformation, partial oxidation, and autothermal reformation
are three general fuel processing methods studied for generating
hydrogen. Each processing pathway has its advantages and disad-
vantages, and has been widely discussed [1,2]. The overall fuel
processing system’s long startup and shutdown time due to the
warmup and cooldown periods [3] are also issues that need to be
addressed. In existing prototype vehicle designs, steam reforma-
tion is the most widely used fuel processor in generating
hydrogen-rich gas. In stationary hydrogen generating facilities,
steam reforming is also the most often used process because of a
high H, concentration in the output gas and lower required tem-
peratures with the aid of catalysts. Since steam reformation is an
endothermic reaction, as demonstrated in catalytic converters
[4,5], the corresponding response time, size, temperature gradient
inside the catalyst bed, and the fuel conversion are all used to
determine the efficiency or performance of the steam reformer.
Methane, methanol, ethanol, and gasoline are common fuels to
investigate in a steam-reforming process. In this study, methanol
fuel was used. For theoretical stoichiometric methanol steam ref-
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ormation, 75% of hydrogen concentration can be achieved for the
dry gas. In practice, extra water is usually used to prevent coking
in the reformation process.

Current practice in stationary hydrogen production is to use
multiple fixed bed tubes as the chemical reactor for steam refor-
mation. The common size of a single tube is 10.16 cm i.d. and
1140 cm length, filled with reforming catalyst with no other ob-
struction (communication with Air Products and Chemicals Inc.,
2006). This study utilizes devices known as “bluff” or “blunt”
bodies to create a passive flow disturbance inside a catalyst bed to
increase the overall efficiency of a methanol-steam reformer. Even
though this strategy is a well known enhancement in the heat
transfer field, the application in a fixed-bed cylindrical hydrogen
producing reactor has not been performed previously. It is shown
that via this methodology, the overall efficiency in producing hy-
drogen for steam reformers can be improved. The penalty of this
enhancement strategy results in higher pressure drop in the sys-
tem.

Limiting Steps in the Reformation Process

An ideal reforming system should have characteristics of high
reforming capacity, short transient response time, and long cata-
lyst lifetime. These characteristics are largely affected by the flow
rate of reactants, heat transfer rate, diffusion or mass transport,
chemical kinetics, and the catalyst degradation rate.

Due to the endothermic nature of the reaction, a catalytic steam
reformer requires that heat energy be transferred from an external
heat source to the reaction site. Equation (1) presents the overall
methanol steam-reforming reaction
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Fig. 1 Simplified schematic of heat conducting into a nonob-
structed cylindrical catalyst bed and a typical temperature pro-
file in the radial direction

catalyst

CH;OH,) + Hy0( — 3H,+CO, (Ah= +49 ki/mol) (1)

There are three modes of heat transfer available including radia-
tion, conduction, and convection. Due to the relatively low local
temperature difference, radiation is usually negligible. In a
packed-bed cylindrical reformer, as shown in Fig. 1, heat conduc-
tion from the external heat source is limited by the point-to-point
contact between the catalyst pellets, while conduction can be more
significant at the catalyst bed-housing wall. The small contacting
area limits the heat conduction within the catalyst bed. Therefore,
heat is mainly transferred via bulk fluid convection.

Due to an irregular packing configuration and the endothermic
nature of the steam-reforming process, a cylindrical packed-bed
reactor typically suffers in a severe nonisothermal environment
[6]. This large thermal gradient inside the catalyst bed results in a
nonideal condition for steam reformation, thus lowering fuel con-
version. It also increases the risk of catalyst degradation due to the
uneven temperature distribution. Some numerical analyses and
models of the heat transfer phenomenon inside cylindrical packed
beds have been carried out [7-9]. The poor convective heat trans-
fer inside the catalyst bed limits a steam reformer’s performance.
Increasing the size of the reformer for a larger convection area can
enhance the heat transfer. However, a large volume reformer rep-
resents a higher capital investment and is not ideal for transporta-
tion applications.

Aside from the heat transfer limitation, the mass transfer limi-
tation also can affect the overall reformer performance. Figure 2
represents the overall steps with this diffusion process.

Typically these steps can be classified into three categories in-
cluding external diffusion (Steps 1 and 7), internal diffusion
(Steps 2 and 6), and surface reaction (Steps 3-5). The surface
reaction rate is governed by the chemical kinetics shown in Eq.
2

d|CH;0

[CH;0H], [H,0], and k; are the concentrations of methanol, wa-
ter, and the reaction rate constant, respectively. Based on the
Arrhenius mechanism, the reaction rate constant can be expressed
as an exponential function of the reacting temperature 7'
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Reactants <

Step 1- Reactants diffuse through bulk TG
stream to catalyst surface s
Step 2- Reactants diffuse through
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Fig. 2 Steps required within the catalytic steam-reformation
process [6]

k{(T) =a - exp(- E,/R,T) (3)

Coefficient “a” is a constant designated as a preexponential factor
with units of [mol/(s kg bar)]. E, is the activation energy, and R,
is the universal gas constant.

The diffusion (mass transfer) rate depends on three factors: ve-
locity, particle size, and temperature. Table 1 summarizes the de-
pendence of different limitations on these three factors.

From Table 1, one can see that temperature has a strong effect
on the two diffusion limitations and the surface reaction (expo-
nential dependence). Therefore, elevating temperature can effec-
tively reduce the diffusion limitations. Table 1 also shows that
particle diameter has an inverse relationship to both external and
internal diffusion. Reducing the particle size by crushing the cata-
lyst pellet can shorten the diffusion time between bulk stream and
open catalyst sites. This method can effectively increase the over-
all active area without having to increase the reactor’s size.

Compensation for the diffusion limitation can also be achieved
by increasing the amount of catalyst. Increasing the catalyst
amount is equivalent to decreasing the flow rate or space velocity.
The definition of space velocity is shown in Eq. (4)

volumetric flow rate

space velocity = reactor volume “

Table 1 indicates that reducing the space velocity decreases the
external diffusion rate. It is also undesirable in reformer design
since that would decrease the reforming capacity for a specified
reformer volume or require a larger reforming processor. Past
studies have shown that space velocity plays an important role in
reformation systems [11-13]. However, a previous study showed
that space velocity is not sufficient to characterize reformer sys-
tem performance [14]. A recent study has also demonstrated that
the reactor geometry (the aspect ratio of a cylindrical type reactor)
also has large effects on fuel conversion in reformation [15].

Table 1 Diffusion rate dependence on factors®

Variation of reaction rate with:

Type of limitation Velocity Particle size Temperature
External diffusion U2 (d,) "> ~ Linear

Internal diffusion Independent (d,,)’l Exponential
Surface reaction Independent Independent Exponential

“See Ref. [10].
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Fig. 3 Schematic of catalyst bed obstructed with two pack-
ages of bluff bodies

As deduced from the above discussions, elevating the overall
temperature to a proper level could minimize the limiting influ-
ences in a reformation process. But as a severe temperature gra-
dient usually exists within the catalyst bed, the reactor cannot be
brought up to proper temperature at all locations because of over-
heating the catalyst near the heat source. Several options have
been introduced to improve heat transfer of an internal flow within
a pipe. These options include placing coil springs, swirl tape, lon-
gitudinal fins, and helical ribs inside the tube [16]. For a steam-
reforming reactor, some previous studies have reported to enhance
the heat transfer in an endothermic reformation reaction [6,17]. In
a previous study [6], applying an acoustic field inside a fixed bed
can raise the average conversion by up to 4% over the nonoscil-
lating cases for the flow rate of 2.0 liquid hourly space velocity of
methanol (LHSV-M). Another study [17] shows that using an in-
ternal corrugated metal heater supported with catalyst evens out
the temperature in the reaction region. The study presented in this
paper is another method to enhance the reforming process.

Mechanisms of Enhancement by Introducing Flow Ob-
struction

The enhancement method presented in this study was enabled
by placing bluff body packages inside the catalyst bed. One bluff
body package was composed of a thin disk and a thin ring. A
simple schematic of two bluff body packages inside a catalyst bed
is shown in Fig. 3. Three possible mechanisms by which these
bluff or blunt bodies might enhance the entire reforming process
are as follows:

1. Enhancing heat transfer via conduction and convection;

2. Enhancing mass transfer by increasing the effective path
length; and

3. Flow disturbance (i.e., redirected channeling).

Enhancing Heat Transfer via Conduction and Convection.
The main heat transfer mode inside the catalyst bed is convection,
which can be expressed as Eq. (5)

O=h-A-AT (5)

Without bluff body rings, A in Eq. (5) is the internal wall area
inside the pipe. In Fig. 3, the two bluff body rings act as two radial
fins. Aside from enabling the heat conduction from the heated
wall into the cold center region, these fins also increase the con-
vection area A in Eq. (5). By increasing the number of rings, the
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@)

®)

Fig. 4 Scheme of minimum path length inside: (a) nonob-
structed reactor; and (b) reactor with bluff bodies

heat transfer is also expected to increase. Some empirical studies
indicate that the Nusselt number in a packed bed has a positive
exponent correlation with Reynolds number (Re) [9,18]. Because
the Nusselt number (Nup,) is the ratio of the convection coefficient
(h) and characteristic diameter (D) to the conductivity (k) of the
fluid, it can be expressed as Eq. (6)

h-D
Nup=——= Re}, (6)

X is a positive value and Reynolds number is proportional to the
stream velocity. Without changing D and k, the convection coef-
ficient, h, is a velocity based function. Increasing the local veloc-
ity can effectively increase the local convection rate coefficient.
As shown in Fig. 4, the minimum stream line in a nonobstructed
reactor (@) is shorter than the minimum stream line in the equiva-
lently sized obstructed reactor (b). Under a fixed space velocity
condition, the local speed in a bluff body-filled reactor is larger
than the local speed in a nonobstructed reactor. Therefore, intro-
ducing bluff bodies must raise the local velocity increasing the
convective heat transfer rate coefficient shown in Eq. (5),

Increasing Effective Path Length in Reactor

Single Catalyst Particle. At the boundary surface of a catalyst
particle, the molar flux of species A, (W,), of a first-order reaction
equals the rate of reaction on the surface (=r,) in steady state and
can be written as Eq. (7) [10]

. kkC
Wa=—ras= k_JrLk/; = keriCa (7

where k. is a function of temperature, pressure, velocity of fluid
(V), and particle size (d,), and k; is independent of V but may
depend on d,, for a porous catalyst. Figure 5 shows the reaction
rate of a single particle as a function of particle size and local
velocity flow through the particle. This figure shows that increas-
ing the local velocity of the fluid as well as decreasing the particle
diameter is expected to increase the molar flux to the surface of
the catalyst (external diffusion) for diffusion limited reactions.
The dimension of (V/d,,) is a reciprocal of time. As increasing the
velocity or reducing the diameter of the particle, the diffusion time
decreases to a minimum value and drives the overall reaction to a

W= £
Eeaction
Limnited
/ Diffusion
/' Limited
/
(Vidgt?

Fig. 5 Regions of mass transfer-limited and reaction-limited
reactions for a single particle [10]
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Fig. 6 Potential channeling effect inside a catalyst bed

reaction-limited regime. As seen in the figure, it is preferable to
operate the system toward a reaction-limited regime so that a
maximum reaction rate can be achieved. Tonkovich’s data [19]
show that an intrinsic contact time for 25 ms is enough to achieve
99% conversion in a water gas shift microchannel reactor. How-
ever, a conventional reactor needs about 3—9 s because of heat
and mass transfer. The difference between millisecond and second
time scales indicates that a conventional system still has room to
improve if one can remove the limitations. Introducing a bluff or
blunt body can increase the local velocity without increasing the
space velocity, which can result in reducing the heat and mass
transfer limitations as well as improving the chemical kinetics by
allowing higher temperatures.

Packed Bed. For the case when mass transfer (diffusion) is the
limiting reaction, using a steady-state mole balance, reactant con-
version (X) has a logarithmic dependence on the mass transfer
coefficient (k,), velocity (U), and the reactor length (L) as shown
in Eq. (8) [10]

1 kea,
n =—
1-X U

Equation (8) indicates that for a constant molar average velocity U
(related to space velocity), increasing the reactor length L (or the
effective path length) can raise the conversion (X).

The above theory indicates the benefit of increasing the length,
local velocity, and decreasing the particle diameter for a packed
bed.

1

(8)

Flow Disturbance. For a cylindrical reactor packed with cata-
lyst pellets, when reacting species flow through the reactor, they
do not flow uniformly through the catalyst bed. On the contrary,
the fluid flows through some specific channels inside the reactor,
which offer less resistance resulting in a channeling effect inside
the catalyst bed as shown in Fig. 6.

Consequently, some molecules spend less time flowing through
these pathways than others flowing through ones with higher re-
sistance. When the reforming reaction occurs inside a nonob-
structed catalyst bed, the reformate flows away from the reaction
site. Since the temperature near the outer radial region is higher
than that near the centerline, the reaction rate is larger than that
near the centerline. From Eq. (1), one can see how the reacting
species expand in steam reformation.

As the total molar number at the product side (4 moles) is
greater than that at the reactant side (2 moles), the increase in
volume pushes the species flow toward the relatively colder cen-
tral direction as shown in Fig. 7. This phenomenon theoretically
increases the downstream velocity near the centerline and in-

T:

Highly Reactive Area

Fig. 7 Schematic of reaction in pipe cross section, T,> T,
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Fig. 8 Decreasing channeling effect by introducing flow
obstruction

creases the channeling effect in this colder region.

Introducing ring disk obstructions inside the packed bed forces
all the fluid to flow by the outer hot region near the wall and
draws it back to the cold region at centerline, as shown in Fig. 8.
This passive flow disturbance brings the cold centerline fluid to
the hot region near the wall. In other words, it enlarges the AT
term in Eq. (5), thus increasing the heat transfer. It also spreads
out the flow more uniformly inside the packed bed thus decreasing
the centerline channeling effect and gives the potential to provide
better mixing of the reactants to improve mass transfer in the
catalyst bed.

For a given pipe length L, a reactor with flow obstruction has a
longer effective fluid pathway as compared to a nonobstructed
reactor. This longer effective pathway is expected to help create a
more fully developed thermal state, hence elevating the mean tem-
perature or increasing the conversion of fuel to hydrogen.

Experimental Approach and Facility

The experimental facility was constructed at the University of
California, Davis, for the research of steam reforming [15]. Figure
9 is a simplified schematic of the facility. In this reforming sys-
tem, liquid premix composed of 1.5:1 water-to-methanol molar
ratio was stored in a reservoir and pumped into a three-stage elec-
tric powered vaporizer via a pump. After the liquid premix had
been vaporized, it was routed into a superheater to stabilize its
temperature before being directed to the reactor (catalyst bed
housing) for the steam-reforming reaction. Inside the reactor, bluff
body obstructions were placed to disturb the reactant flow. After
the endothermic steam-reforming reaction inside the catalyst bed,
the reacted products could be routed into a condensing unit.

The liquid water and unreacted methanol were collected inside
a trap for conversion calculation and the dry gas was introduced
into a gas analyzer for concentration analysis. Reduction gas com-
posed of nitrogen and hydrogen could be introduced into the sys-
tem for the catalyst reduction procedure. Carbon dioxide gas
could be purged directly before the superheater subassembly to
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Fig. 9 General schematic of the methanol reforming system
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Table 2 Kinematic viscosity (m?/s) of species existing in a reactor

Species T
°C CH;0H X 107° H,0X 107 CO, X 107 H,x 107 COX 107 N, X 107°
250 °C 12.16 42.53 23.54 277.52 40.10 41.29

isolate the reduced catalyst from atmospheric oxygen. Directly
after the reactor, an air purge unit was adapted to the analysis
pathway to assure all the liquid condensate in the pipeline was
collected into the trap.

The main body of the reactor is a 25.4 cm (10 in.) stainless-
steel pipe (nominal 1 1/4 in. diameter, schedule 40) threaded at
both ends for caps. Two caps were both machined with a
0.635 cm (0.25 in.) tube for connection to the system. At both
sides of the pipe, an array of ten 0.32 cm (0.125 in.) national pipe
taper threads (NPT) to 0.32 c¢cm (0.125 in.) tube fittings were ma-
chined. These ten ports were designed for attaching ten 0.159 cm
(0.0625 in.) diameter stainless-steel-sheathed, ungrounded K-type
thermocouples to monitor the temperatures inside the catalyst bed.
The reactor was divided into four zones. Four band heaters with a
3.8 cm (1.51in.) i.d. and 3.8 cm (1.5 in.) width were used as ex-
ternal heating sources to heat these four zones. The four band
heaters were monitored by four 0.025 cm (0.010 in.) diameter,
ungrounded K-type thermocouples attached between the external
wall and the band heaters. Highly conductive aluminum tape was
wrapped between the external wall and the band heaters for better
heat distribution. Inside the reactor, bluff body packages were
placed in the catalyst bed to disturb the flow. The bluff body was
made of 316 stainless steel with thickness of 0.06 mm (0.024 in.).
One set or package of bluff bodies was composed of a ring (i.d. of
1.91 cm (3/4 in.), and o.d. of 3.47 cm (1.368 in.)) and a disk
(diameter of 2.54 ¢cm (1.000 in.)). The arrangement of two bluff
body packages inside the catalyst bed was shown in Fig. 3. At the
bottom of the reactor, a stainless-steel mesh (40 squares/cmz,
0.38 mm wire diameter) was installed to support the catalyst bed.

A commercially available copper—zinc type catalyst of propri-
etary composition was chosen for the steam-reforming reaction in
this study. The operating temperature for this catalyst was recom-
mended at the range between 250°C and 280 °C
(482 °F-536 °F). Reduction is needed before it is used for ref-
ormation. Both as purchased pelletized and crushed catalysts were
used in this study. A pelletized catalyst has a 0.47 cm (0.187 in.)
diameter and 0.25 c¢m (0.1 in.) thickness in cylindrical shape. This
pelletized catalyst was also crushed into a dimension with an av-
erage side length of 0.25 cm (0.098 in.). This catalyst is referred
to as crushed catalyst in this study. These two sizes of catalyst
were chosen to demonstrate the mass transfer effect as coupled
with bluff body enhancement. Further study of catalyst geometry
is important but beyond the scope of the present study. The mass
of catalyst used was fixed at 250 g.

The methanol conversion (%) used in this study is defined in
Eq. (9). As the methanol is determined on a mass basis, measuring
the three parameters of premix mass, consumed, mass, and density
of the condensate allows calculation of the fuel conversion

CH3 OHinput - CH3 OHou{pul
CH3 OHinpul

LHSV-M specie was used throughout the study as the flow rate
input to the reactor, as defined in Eq. (10)

COHV.CHSOH = X 100% (9)

m>/h liquid methanol input) (10)

LHSV-M = ( 3
m” reactor volume

The unit of LHSV-M is L/h. This is an alternative form of flow
rate, or inverse residence time.

Journal of Heat Transfer

Results and Discussion

The experiment was carried out with a 23 factorial experimental
design based on three independent variables of space velocity,
catalyst dimension, and number of bluff bodies. Table 2 shows the
kinematic viscosity of possible species existing inside the reactor
at atmosphere pressure.

Based on a 1.5:1 steam to methanol molar ratio, the reactant
fluid viscosity is 30.38 X 107® m?/s. Defining the crushed catalyst
side length (2.5 mm) as the characteristic length, the Reynolds
number for unreacted fluid in this pipe is about 32, which lies in
the laminar regime of pipe flow. While species do change through-
out the reactor with resultant velocity and viscosity changes, this
low Reynolds number implies that forced mixing due to turbulent
structures would be minimized in this laminar flow regime. The
drag coefficient of a laminar flow regime will also contribute to
the pressure drop across the reactor.

Figures 10 and 11 show plots of methanol conversion as a
function of space velocity (LHSV-M). The conversion was mea-
sured by operating experimental conditions with different num-
bers of bluff body packages (0—8 obstruction packages). One
package represents a ring and a disk in this notation. The notations
of OP, 2P up to 8P in the figures represent the number of ring-
disk sets for a pelletized catalyst bed. 0C, 2C, up to 8C represent
the same meaning for a crushed catalyst bed.

In the figures above, the conversion decreases as space velocity
(LHSV-M) increases. This is because for a high flow rate, more
reactant enters into a reactor resulting in less reacting time for
reactant, thus decreasing the fuel conversion. The conversion en-
hancement can be seen by increasing the number of obstructions
from zero to eight bluff body packages. Based on the factorial
experiment design, the conversion results show a statistical sig-
nificance with a 95% confidence. Three replications were taken
for each conversion data point. Pooled standard deviation (Sp,
average standard deviation) Eq. (11) was calculated based on all
the data collected to get the standard error Eq. (12)

(11)

where ny is the total number of factorial points, which means the
total replications of all the data (n,=120 for total replications)

Sp= — (12)
N1y

Standard error was 0.16% in reactant conversion. Four space
velocities were investigated in this study. Space velocity values
were based on the gear pump’s reading and confirmed by the
premix mass used in each run. All the space velocities are within
a small standard deviation (0.04 LHSV-M). Figure 11 shows that
an increase of up to 14% conversion was achieved running with
crushed catalyst at 4.2 LHSV-M with the flow obstructions.

Examining the improvement of the reformer capacity, for a
given conversion of 95% or greater, the allowable space velocity
increased from 1.5 h™! to 2.5 h™! by introducing eight packages of
bluff bodies. This represents a remarkable 67% increase in hydro-

AUGUST 2007, Vol. 129 / 999



Conversion vs Space Velocity (Pelletized catalyst)
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Fig. 10 Methanol conversion as a function of space velocity (Ihsvm, h™') with

pelletized catalyst

gen generating capacity (31.8—53.1 g/h based on actual flow
rates) or similarly a reduction in reactor volume over the nonflow-
obstructed case.

Comparing Figs. 10 and 11, the expected improvement of con-
version with smaller particle diameter by crushing the catalyst is
obvious. For a constant space velocity of 2.0 LHSV-M, the
crushed catalyst reactor (8C) can achieve 98.66% conversion
while using pelletized catalyst (8P) one achieves 90.89%. This
enhancement shows that reducing the particle diameter effectively
decreases the diffusion limitation as discussed above.

To examine the heat transfer enhancement inside the catalyst
bed, the centerline temperature profiles along the axial direction
inside the catalyst beds are shown in Figs. 12 and 13. Each tem-
perature point in the figures was an average value over a 22.5 min
run time at steady state. Average standard deviation was less than
1.4 °C. These temperature profiles were taken at a 2.0 h™! space
velocity with different numbers of bluff bodies as shown. By plac-
ing the bluff body packages within the flow, the centerline tem-

peratures were raised. A 30 °C temperature increase was achieved
at Zone 3 running six packages of bluff bodies with crushed cata-
lyst. A step drop at Zone 1 for all experimental conditions indi-
cates the endothermic reaction mostly took place near the up-
stream portion of the packed bed. Some unexpected spatial
fluctuations in temperature using the higher number of bluff bod-
ies could be a result of the placement of the ring and disk struc-
tures close to the thermocouple locations and resultant conduction
to and/or away from the thermocouples. Notwithstanding, center-
line temperatures are generally higher when using higher numbers
of bluff bodies. Even though some locally higher temperatures
were not enhanced by using the highest number (eight packages)
of bluff bodies, the conversion for the eight package condition
was still larger than those running at lower numbers of bluff bod-
ies. This indicates that a longer effective path length may domi-
nate the conversion when coupled with the temperature increase at
the centerline.

From the temperature profiles and the increase in conversion, it

Conversion vs Space Velocity (crushed catalyst)
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Pelletized Catalyst, 2.0 LHSV-M
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Fig. 12 Temperature profile along the axial direction inside a pelletized

catalyst bed

is demonstrated that introducing flow obstruction effectively en-
hances the heat transfer. Due to the increase of reaction tempera-
ture, the chemical kinetics and the resultant fuel conversion is also
markedly improved. Compared to the acoustic field enhancement
and internal corrugated metal heater enhancement, this passive
enhancing methodology has the following advantages:

1. It is simple to apply in existing conventional fixed bed steam
reformers;

2. No complicated controlling device is needed to drive the
acoustic field or change the heating resource system; and

3. There is a large fuel conversion increase.

A penalty of pressure drop will occur by introducing the bluff
bodies inside a catalyst bed. According to the Ergun equation, Eq.
(13) [10], dP/dz has a negative value. By controlling proper ex-
perimental conditions, the value at the right hand side of Eq. (13)
can be fixed. Therefore the bluff body packages which elongate
the effective path length (z) will build up more pressure losses
inside the reactor

AP G(1-¢)[ 150(1 - P

dz  pgDpd’ Dp
This extra pressure builtup inside the reactor represents extra
power needed by the fuel pump. The pressure drop across the

crushed catalyst bed with zero and eight bluff body packages was
measured at different upstream pressures (corresponding to differ-

+1.75G (13)

ent space velocities) by purging CO, gas, shown in Fig. 14. With
increasing space velocity, the mass flow rate, G, increases result-
ing in more pressure drop inside the reactor. From Fig. 14, about
1.2 kPa more pressure drop was introduced by the bluff body
packages running at 2.0 LHSV-M and 2.5 kPa for 4.2 LHSV-M.
Even though the fuel pump might need more power to sustain the
pressure drop for the system, the energy used to raise the pressure
occurs with fluid in liquid phase and is very small compared to
that required for compression in gas phase. From this current ex-
perimental setup, there is no significant extra power draw increase
by the gear pump. Therefore, this extra power for the liquid fuel
pump is negligible.

According to a previous thermodynamic evaluation [20], higher
reaction pressure will not decrease the methanol conversion when
temperature is above 150 °C. However, the reaction rate does
decrease under a high-pressure environment [7] because steam
reformation is a reaction where the total mole number increases.
When a reforming system is combined with a palladium mem-
brane reactor to produce pure hydrogen, a higher reaction pressure
can potentially increase the methanol conversion through in-
creased hydrogen permeation [21,22]. With the system at UC
Davis, the effect of pressure change on the overall efficiency has
not yet been quantified.

Because introducing bluff body packages into a catalyst bed
increases the catalyst usage, catalyst degradation may result. A
continuously run 30 h experiment was run with and without the

Crushed Catalyst 2.0 LHSV-M
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Fig. 13 Temperature profile along the axial direction inside a crushed

catalyst bed
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enhancement strategy to compare the degradation rates. As seen in
Fig. 15, the degradation rate at 2.5 LHSV-M (slope) for the bluff
body experiment (8C) is —0.1449 (% per hour) as compared to
—0.1503 (% per hour) for the same experiment without bluff body
packages (0C). The results show that for a 30 h experiment, no
significant degradation rate change was found.

Conclusion

In this study, a preliminary test using bluff bodies to create a
passive disturbance within the catalyst bed was investigated. The
temperature profile and fuel conversion data prove that the flow
obstruction method can significantly enhance heat transfer in a
methanol-steam reformation process. The simplicity of this
method and the effective results show promise for use in hydrogen
generating processes. Optimization and further study of this
method continues at the Hydrogen Production and Ultilization
Laboratory at UC Davis.
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Nomenclature

A = heat transfer surface area
C, = concentration of species A
D = characteristic diameter

D, = diameter of particle

E, = activation energy

G = superficial mass velocity
L = reactor length
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Nu = Nusselt number
Q = heat transfer rate
Re = Reynolds number
R, = universal gas constant
T = temperature
U = superficial velocity
V = velocity of fluid
W, = molar flux of species A
X = reactant conversion
a = preexponential coefficient
a. = external surface area of catalyst per volume of
catalytic bed, (m?/m?) a,=6(1-®)/d,, is in-
versely proportional to particle diameter
d, = catalyst diameter
dP = P ,—P;,<0
g. = conversion factor=1.0
h = heat transfer coefficient
k = thermal conductivity of fluid
k. = mass transfer coefficient, analogous to heat
transfer coefficient “A”
kege = effective transport coefficient x positive expo-
nential value
ky = reaction rate constant
ry, = rate of reaction on the surface
z = length down the packed bed of pipe
m = viscosity of gas passing through the bed
p = gas density
¢ = porosity; volume of solid/total bed volume
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Fuel Cell Stack Performance and
Behavior

A two-dimensional model of a proton exchange membrane fuel cell stack is developed.
Taking advantage of the geometrical periodicity of the stack, the model is used to predict
the detailed thermal and electrochemical characteristics of the fuel cell. Using recently
reported as well as new experimental results, the electrical and thermal contact resis-
tances and modifications in the gas diffusion layer transport properties that develop
within the stack in response to changes in the compressive force used to assemble the

stack are accounted for. The fuel cell stack performance, reported in terms of its power
output and internal temperature distributions, is very sensitive to the compressive
load. [DOI: 10.1115/1.2728909]

Keywords: fuel cell, PEM fuel cell, contact resistance

Introduction

Several models of proton exchange membrane (PEM) fuel cells
have been developed. Initially, the models described one-
dimensional behavior for a single fuel cell membrane, and include
the classic studies of Springer et al. [1] and Bernardi and Ve-
brugge [2]. Two- and three-dimensional models, such as those of
Zhou and Liu [3] and Siegel et al. [4] followed. In general, model
predictions reported in the literature examine the effects of various
operating conditions on the fuel cell power output [5].

Recent experimentally determined values of contact resistances
that evolve at the interface between the gas diffusion layer (GDL)
and bipolar plate material [6,7] now permit the development of
models that can be used to quantify the influence of the compres-
sive forces used in the final assembly of a fuel cell stack. These
effects, in terms of fuel cell performance, have been discussed to
a limited degree [8,9]. Birgersson et al. [10] mention the influence
of different compressive loads in their recently reported model
predictions, but the influence on fuel cell stack performance and
behavior was not considered in any detail.

In this study, a fuel cell stack’s power output, maximum tem-
peratures that develop within the stack membranes, and maximum
temperature differences within the membranes, are predicted as a
function of the compressive forces applied to the stack. Changes
in the stack power output in response to varying the stack com-
pressive load is of obvious importance. However, less frequently
discussed is the notion that large local temperatures or spatial
temperature gradients may also affect the durability of the mem-
brane material and, in turn, the cost of the fuel cell stack [11]. A
combined computational and experimental approach is taken.

Mathematical Model

The model takes advantage of the repetition in the geometrical
structure that is inherent in most fuel cell stacks. A stack, shown
schematically in Fig. 1(a), arbitrarily consists of five single cells
and six current collector (bipolar) plates. In the interior regions of
the stack, the structure of individual fuel cells repeats in the hori-
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zontal direction, and a cross-sectional view of a repeating element
is highlighted by the control volume of Fig. 1(a).

An expanded view of the control volume of Fig. 1(a) is pre-
sented in Fig. 1(b). For fuel and oxidant flow channels that are
arranged unidirectionally, geometrical repetition also occurs in the
vertical direction, and a magnification of the dashed control vol-
ume of Fig. 1(b) (that extends from the centerline of a flow chan-
nel to the centerline of a land) is shown in Fig. 1(c). Finally, the
membrane electrode assembly (MEA) and GDL structure within
the dashed control volume of Fig. 1(c) is magnified and presented
in Fig. 1(d). Nomenclature associated with relevant dimensions is
included.

The computational domain utilized in this study is represented
by the outermost solid lines of Fig. 1(c). With specification of
appropriate boundary conditions, the predicted behavior for this
domain may be scaled to the entire interior regions of the fuel cell
stack of Fig. 1(a). Obviously, this modeling approach cannot be
applied to stacks that have three-dimensional behavior, as would
be the case if the anode- and cathode-side flow channels were
arranged in an orthogonal manner.

The water vapor-saturated hydrogen that is fed to the anode
side of each MEA is transferred through the GDL on the upper
left-hand side (LHS) of Fig. 1(d) in the region marked “anode
channel.” Within the anode-side catalyst layer, hydrogen is de-
composed into electrons and protons via an electrochemical reac-
tion. The electrons flow through an external circuit (not shown),
providing electrical power. Meanwhile, protons migrate through
the membrane toward the cathode side, right-hand side (RHS), of
the single cell. The oxygen contained in the air that is carried in
the cathode gas stream (in the region marked “cathode channel”)
is transferred through the GDL to the RHS catalyst layer, and
combines with the protons and electrons to form liquid water.

Several assumptions are made beyond those pertaining to the
stack geometry. Steady-state behavior is assumed, while the air
and hydrogen are both considered to be ideal gases, fully saturated
with water vapor. Flow is assumed to be laminar everywhere be-
cause of the small physical dimensions of the gas channels. The
membrane is assumed to be fully saturated with liquid water,
therefore, its ionic conductivity is a function only of temperature.
Water is assumed to exist in the liquid and vapor phases within the
MEA, and in the vapor phase within other regions of the compu-
tational domain (excluding, of course, within the impermeable
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Fig. 1 Schematic diagram of: (a) a fuel cell stack; (b) a single
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geometric parameters of the fuel cell elements

bipolar plates). The proton concentration within the membrane is
assumed to be constant, and equal to the concentration of sulfonic
acid groups, which is taken as c;=1200 mole/ m? for Nafion
[2,12]. Properties are assumed to be constant except as noted.
Despite the simplifications associated with not modeling the de-
tailed evaporation and condensation and dropwise two-phase flow,
the model is capable of predicting the influence of the compres-
sive force on the fuel cell power output, as will become evident.

Governing equations and boundary conditions may be written
for the various regions of the computational domain, shown in
more detail in Fig. 2.

Bipolar Plates. The thermal energy equation applied to the
bipolar plate is

FPTy T,
"(73)0 2

The potential equation represents the transport of electrons and is

Fo, Fo,
of G 50 @

Gas Diffusion Layers. Hydrogen, water vapor, and the oxygen
(contained in the air) enter the MEA through the GDLs. The
GDLs also form the electrical contact between the two catalyst
layers and the bipolar plates. Expressions for the conservation of
mass, momentum, thermal energy, chemical species, and elec-
tronic charge are therefore applied. The conservation of mass
equation is

N W

— l—n

*
&
—~
y
— I

Fig. 2 Computational domain and definition of geometrical
parameters
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= (pu) + %(;w) -0 (3)

The density of the fluid is calculated as a function of the local
temperature, pressure, and species concentrations. The momentum
equation for fluid flow through the porous GDLs is described by
Darcy’s equation [2], where u and v are superficial (apparent)
velocity components

K, P K, P
u=——L— yp=——L— (4)
M ox e dy
Combining Egs. (3) and (4) yields
i(_pﬁﬁ) . i(_p&@) _0 )
ax modx /) dy M dy

The temperature distribution within each GDL is obtained by
solving the energy equation including the effects of conduction
and advection

ar T FT &FT
>= eff( _> (6)

c\u—+v— — +
p”( o ay P

where the effective thermal conductivity of the GDL is expressed

as [13]
1- -1
e, e) @
dky+ky 3k,

The fluid’s thermal conductivity, kf, is calculated based upon local
species concentrations while the species conservation equation is
applied to the oxygen, hydrogen, and water vapor. No chemical
reaction occurs in the GDLs, and the species distributions evolve
due to the combined effects of diffusion and advection

kegp=— 2k, + (

l?xl' ﬂxi off| (92x,~ (92)6,-
ul — |+o|— =D | —5 +—> (8)
ox dy ox dy
Electron transfer in the GDLs is described by the charge equation
T e, ﬁz%)
— +—5 ]=0 9
KG( (9_)(;2 &yz ( )

Membrane. Transport within the membrane is governed by
conservation of mass, thermal energy, ionic charge, and species
principles. Mass conservation is expressed as

J J

—(pu) + —(pv)=0 10
o) ay(p ) (10)
where the density of the fluid is calculated as a function of the
local temperature, pressure, and species concentrations. The actual
velocity of water vapor inside the membrane is described by
Schldgl’s equation [2]

. K 1% Kp( 0P
o<l 2)-(2
oo ox Mmoo\ ox

The two terms on the RHS of the preceding equation account for
the electro-osmotic drag by hydrogen protons migrating through
the membrane, and pressure-driven flux, respectively [12]. Since
the membrane is assumed to be fully saturated, water backdiffu-
sion is negligible [12]. The actual velocity in Eq. (11) is converted
to the apparent velocity through the relationship u"=u/e.
Thermal energy is transferred by conduction and advection de-

scribed by
(a_n &_T)_k (f_T+f_T)+S
pc]) uo"x Ul?y = Reff (9)62 ayz T

(11)

(12)
where the density is based upon the local temperature, pressure,

and species concentration and k. is evaluated using Eq. (7). The
source term, S7, accounts for ohmic heating
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ST= - (13)
O-m
The variable i, is the total current density given as
. _ 2 2
lm - \/lm,x + lm,_v (14)
where
. 9 . 9P,
lm,x=_0-m< &xm); lm,y=_0-m( ay ) (15)

Species transport in the membrane is due to advection and diffu-
sion and is described by

8)6,« a.x,' off (92)(:1‘ &le'
ul — |+v| — =D | —5 +-> (16)
ox ay " ay
The ionic charge distribution is found from
J J J J
—(— am&)+—<- am&)=o (17)
ox ox dy dy

where the ionic conductivity is, in general, a function of water
content and temperature. The following empirical expression is
used for the membrane ionic conductivity

11
0,(T) = (0.5139\ — O.326)exp[ 1268(5 - ;)] (18)

where N\ is the ratio of the number of water molecules to the
number of sulfonic charge sites [1] and is dependent on the local
temperature expressed in Kelvin, and the water activity at the

interface between the membrane and catalyst layers, a, expressed
as [14]

N=0.043+17.81a - 39854> + 364> 0<a<1
A=14+14a-1) 1<a<3 (19)
The water activity is
PH ()
2
a= Psat (20)

Based on the assumption of a fully saturated membrane, a=1 and
A=14, so the membrane ionic conductivity is solely a function of
temperature.

Catalyst Layers. Reduction of hydrogen and oxygen occurs
within the catalyst layers. Equation (11) describes the conserva-
tion of momentum. A source term appears in the conservation of
mass equation and accounts for: (a) the depletion of oxygen and
generation of water vapor at the cathode and (b) the depletion of
hydrogen at the anode by the electrochemical reaction

a a
5(914) + ﬁ—y(pv) =S (1)

where the source term S,, is expressed by an equation of the form

(4]

My j
Sm == l (22)
2F
At the cathode-side catalyst layer the source term, S,,, is
MO .L‘ Myj.
sz 2] - e (23)
4F 2F

Heat transfer in the catalyst layers is described by the energy
equation accounting for conduction, advection, and generation
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( aT aT) L (aZT aZT) g 24)
—4v— | = —+— |+

1497 ué’x U&y off\ 52 &yz T

where the source term, Sz, in the anode-side catalyst layer is due
to (a) ohmic heating; (b) reversible chemical reaction; and (c)

activation losses expressed as

ST=E£1+Erev+Eacl (25)
where the individual terms are

2
Eg=—2 (26)

Ot

JaT

Eey= EZ 5tq (27)
Eactzjana (28)

Similarly, in the cathode-side catalyst layer, the source term is due
to; (a) ohmic heating, (b) reversible chemical reaction, (c) phase
change, and (d) activation losses

ST= EQ + Erev + Elatent + Eact (29)
where
i2
Eq=-2 (30)
Ot
I o
Erevz_E sf,c (31)
4F <
My,
Elalent= ZFFhfg (32)
Ex=jene (33)

In each catalyst layer, the transported species are oxygen, hydro-
gen, and water vapor, the distributions of which are governed by
the species conservation equation

&x,» (9Xl‘ off &in ﬂzx,-
ul—|+v|— |=D7 |5+ |+S; (34)
ox dy ox dy
The species source terms, S;, are [4]
Ja
Sy =— 35
LT aRC,, (33)
Je
So.=—— 36
27 4FC,, (36)
Je
Sy =— 37
YT 2FCy, 37

Since the sum of the mole fractions is unity, the mole fraction of
nitrogen can be determined from the relation Zx;=1.

Two charge equations are solved for the proton and electron
transfer within the catalyst layers. They are

i( Uct&pm) i( o'ctﬁ(Pm) =5, (38)
ox 0. dy ay
Fo, I e,
Kct< o + (9y2 ) =S8, (39)

where the electronic and ionic conductivities of the catalyst layers
(ke and o, respectively) are expressed as

K= (1- 8c1)1'5K (40a)
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Table 1 Boundary conditions®
X y T P Ps Xo, *H, Xw u v P
—A<x<+A 0,C 28y 28y zgy zgy 28y zgy 0 0 —
+1,/2 0osy<cC cab cab 78X cab 7gx cab cab cab cab
—t,/2 0o<y=<cC cab cab z8x 78X cab cab cab cab cab
+(t,,/2+1,) 0<y<cC cab 2gx cab Eq. (4Z) N.A. cab cab cab cab
(1,214 0<y<C cab zgx cab N.A. Eq. (47) cab cab cab cab
(1, /24144 10) 0<y<w, —kgdT] ox= NAY  F| g% NAP g% 0 0 —
(TG_ TB) /R,ZI" c
=t/ 2+1+15) 0<y<w, —kgdT! dx= NAP F2 NAP 78X 78X 0 0 —
(TB_ TG) /R,TI‘ c
(1,2 414+ 10) w,<y<C —kgdT dx= NAY  ex X1 NAP X2 — — P,
hy(T-T,,4)
—(t,,/2+14+15) w,<y<C —kgdT! dx= NAP 78X NAP X3 X4 — — P,
th(T”‘Hz_ Q) b b b b b b b
A 0=y=C T ox| o= N.A. Vi N.A. N.A. N.A. N.A. NA. N.A.
AT/ 9x|i=_p
Tleeia= Tlees b b b b b b b
A o<y=cC T |-y N.A. 0 NA. NA. NA. N.A. N.A. N.A.
T/ 9x| s
T‘.r:—A = T|X:+A b b b b b b b
B w,<y<C —kpdT/ Ox= N.A. Zax N.A. N.A. N.A. NA. N.A. N.A.
hy(T,ya—T)
_B W <y<C kg T/ o= NA" e NAP NAP NAP  NA®  NAP  NAP
by (T= T, 1) b b b b b b b
B<x<B-dg, W, ZhpdT) = N.A. . NA. NA. NA. NA. NA. N.A.
h(T=T,.0) b b b b b b b
_B<x=-B+dg, w, —kydT/ dy= NA. Zay NA. NA. NA. NA. NA. N.A.

th( T- Tm.Hz)

“Zero gradient in the x direction is denoted as zgx; zero gradient in the y direction is denoted as zgy; boundaries with continuous distributions across interfaces separating
different materials are denoted as cab; x locations are: A=t,,/2+t+tg+tp B=t,/2+1 +1g+dcey; y location is: C=wp+wey F1: K(?(PS/(Q.X:((P:'G—(P:VB)‘X/RZ'A F2:
K005 0x=(@5 =)l Ri i XT3 =Dgiix0, ) ox=hyy(x=p,0,); X2: =D iyl 0=y (x= )3 X35 =Dy, 0=y (53041, = X); X =Dyl 0x= by (5, y=).
°N.A.=not applied.

0u=sia, (400) (2] (2}
Th . . RT P° P’
e source term, S, in Egs. (38) and (39) represents volumetric E,=1.482-0.000845T+ — In (45)
transfer current density and is expressed as ‘ 2F Puo
PU
Sg= _{“ anode (41) The ionic and electronic potentials appearing in Eq. (44) are
—Je cathode evaluated using Egs. (38) and (39).

In all the porous materials (membrane, GDLs, and catalyst lay-
ers), the molecular species diffusivity is corrected using [2]
D{"=¢'"D, (46)

where D; is the species diffusivity of an individual gas within a
mixture of water vapor and air at the cathode side, and water
vapor, nitrogen, and hydrogen at the anode side [15].

The volumetric source terms associated with the catalyst layers
are determined based upon the transfer currents using the Butler—
Volmer equation [3]

0.5
*H F F
. ref 2
’f(_) {CXP<“31TT%)'“P<'“?R—T%)} “2)
*o F F
. .ref
”(‘HP(R—T")P(W)} @

Boundary Conditions. The governing equations are solved to
determine T(X,Y), <Pm(x7y)7 (Ps(xxy)’ xOZ(X’y)’ tz(x7y)7 xw(x,y),
u(x,y), v(x,y), and P(x,y) subject to the boundary conditions
presented in Table 1. Note that the spatial distributions of several
parameters within some subdomains of Fig. 2 are not predicted

The activation losses, 7, or 7,, which appear in Egs. (28), (33),
(42), and (43) are potential differences between the solid phase
and the electrolyte membrane at the anode and cathode catalyst
layers defined as [15]

Nae=Ps— Pm— Eu (44)
where the open circuit potential, £, is set to a value of zero at the
anode side and is equal to the cell open circuit potential at the
cathode side. The cell open circuit potential can be determined by
the Nernst equation [16]

Journal of Heat Transfer

(e.g., u(x,y)=0 within the bipolar plates) and, for these cases,
boundary conditions are not applied (N.A.). In some other subdo-
mains, the field variable and associated flux is continuous across a
physical boundary between materials (cab; e.g., T(x,y) across the
interface between the GDL and the catalyst layers).

The same temperature and temperature gradient exists at the
LHS and RHS boundaries of the control volume shown in Fig. 2.
Hence, periodic boundary conditions are applied at these loca-
tions. The mean temperatures of the humidified hydrogen and air
within the flow channels are specified, and the convection coeffi-
cients within the flow channels are calculated based upon the di-
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Fig. 3 Schematic of the fuel cell experiment

mensions of the flow channel, assuming constant temperature con-
ditions along the walls of the flow channels and laminar
conditions [17]. Zero gradient temperature boundary conditions
are specified at the top and bottom of the domain of Fig. 2 to
account for the vertical periodicity of the problem. There is a
discontinuity in the oxygen (hydrogen) concentration at the inter-
face between the RHS (LHS) GDL and catalyst layer. The oxygen
and hydrogen mole fractions at the interfaces between GDLs and
catalyst layers can be found from the solubility of gases in liquid
water using Henry’s law [2,17]

x;P 3
=" atx=i(ﬂ+tm)
H 2

The mean mole fraction of all species in the flow channels is
specified. At the GDL-flow channel interface, the molar flux of
the species from the flow channel is equal to the molar flux asso-
ciated with species transfer by diffusion into the GDL.

Thermal and electrical contact resistances are specified at the
interface between the GDLs and the bipolar plates, and will be
discussed later. The governing equations, subject to the applied
boundary conditions, were solved using a commercially available
finite element package and equation solver (FEMLAB). A grid-
size sensitivity study showed that the predictions are, for all prac-
tical purposes, independent of the size of the grid (approximately
20,000 nodes) used here. Details are included in the Appendix.

(47)

Experiments

Experiments were conducted to measure the sensitivity of a fuel
cell’s power output to the clamping pressure. For experiments
involving parallel anode- and cathode-side flow channels, a single
100 mm X 100 mm MEA with a 5000 mm? active area (Fuelcell-
store Model 597210) was sandwiched between two custom-
fabricated graphite current collectors, each consisting of 43 paral-
lel 1.02 mm deepX0.83 mm wide channels separated by
0.83 mm lands in the geometrical arrangement of Fig. 1(b). The
clamping pressure was controlled by placing the current collectors
and MEA between two aluminum end plates, and compressing the
entire assembly with eight all-threaded rods, each equipped with a
spring of known spring constant (Fig. 3). The very thin gap be-
tween the graphite plates was sealed with a pliable bead of sili-
cone applied about the periphery of the test cell to: (a) prevent gas
leakage while (b) allowing for accurate determination of the
clamping force based upon a straightforward calculation using the
spring constant, number of springs, and compression of each
spring.

To ensure that measured changes in the cell performance were
not affected by possible changes in gas leakage from the periphery
of the fuel cell, a preliminary experiment with no power output
was performed in which the entire assembly was submerged in
liquid water while anode and cathode gases were supplied to the
cell at the same rate and inlet pressure as was used in the experi-

1008 / Vol. 129, AUGUST 2007

Table 2 Physical parameters of fuel cell elements

Parameter Value

Channel width 0.4 mm
Channel depth 0.5 mm
Land area width 0.3 mm
Gas diffusion layer thickness 0.26 mm

Gas diffusion layer porosity 0.4

Gas diffusion layer electronic conductivity 570 Q' m™!
Gas diffusion layer effective thermal conductivity 13 W/mK
Membrane thickness 0.23 mm
Membrane porosity 0.25
Membrane thermal conductivity 0.25 W/mK
Membrane hydraulic permeability 1.58X 10718 m?
Membrane electrokinetic permeability 1.13X 107" m?
Catalyst layer thickness 0.01 mm

Volume fraction of membrane in catalyst layer 0.5
Catalyst layer thermal conductivity 1 W/mK

ment. Using a simple, visual bubble-counting method at the small-
est clamping pressure, it was determined that gas leakage was less
than 0.004% of the entire gas flow rate. Therefore, gas leakage is
negligible even at the lowest compressive force; any change in
fuel cell performance must be due to changes in compression of
the MEA and/or modification of the thermal and electrical contact
resistances.

Experiments were performed using anode and cathode flow
rates of 1 L/min, a controlled cell temperature of 80°C, and inlet
relative humidity of 70% for both the hydrogen and air. The flow
rates, cell temperature, inlet humidity, and current density
(1400 A/m? and 400 A/m? for the parallel- and orthogonal-
channel cases, respectively) were controlled using a Teledyne En-
ergy System, Inc., Model MEDUSA RD-890CR-50150/100250
test stand. The cell voltage and power were continuously moni-
tored, with data logged every 30 s. After conditioning the MEA,
the test was initiated at the minimum clamping pressure
(=1.35 bar) the output power was allowed to reach a quasi-steady
state (slight fluctuations in output power were noted at each
clamping pressure and were attributed to liquid water droplet for-
mation and movement in the cathode flow channels). The output
power was monitored at each clamping pressure for approxi-
mately 2 h. After a quasi-steady state was attained, a larger clamp-
ing pressure was applied. Note that once the MEA is compressed
at a higher load, the experiments could not be repeated at lower
clamping pressures since the MEA is permanently deformed from
its previous state with increased clamping pressure. Experiments
were repeated, using fresh MEAs for orthogonal flow channel
configurations.

Results and Discussion

After validating the model (below), it was used to quantify the
effects of the compressive force. The dimensions and operating
parameters of the simulations (except as noted otherwise) are
listed in Table 2; base case conditions are provided in Table 3.

Model Validation. The model was validated to the extent pos-
sible by: (a) comparing its predictions to results in Ref. [15],
incorporating the physical properties and operating conditions
used in that study; (b) examining predicted temperature distribu-
tions within the fuel cell to assess the plausibility of the predic-
tions; and (c) comparing the predictions to the experimental
results.

As evident in Fig. 4, the predicted fuel cell performance is in
excellent agreement with that of Ref. [15]. The temperature dis-
tribution within the fuel cell, for the base case operating condi-
tions of Table 3, is illustrated in Fig. 5. As shown in Fig. 5(a), the
bipolar plates are relatively cool and of nearly uniform tempera-
ture. This result is also evident in Figs. 5(b) and 5(c). The highest
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Table 3 Base case operating conditions

Parameter Value

Air inlet temperature 353 K

Air inlet pressure 3 atm

Air viscosity 1.85X 107 kg/m s
Air thermal conductivity 0.03 W/mK
Air specific heat 1009 J/kgK
Air relative humidity at inlet 100%
Oxygen/nitrogen ratio in air at inlet 0.21/0.79
Oxygen diffusivity in the gas mixture 5.2197 X 107°° m?/s
Hydrogen inlet temperature 353 K
Hydrogen inlet pressure 3 atm
Hydrogen viscosity 1.3%X107° kg/m s
Hydrogen thermal conductivity 0.182 W/mK

Hydrogen specific heat

Hydrogen diffusivity in the gas mixture
Hydrogen relative humidity at inlet

Number of electrons transferred for oxygen
Number of electrons transferred for hydrogen

Cathodic charge transfer coefficient for cathode reaction
Cathodic charge transfer coefficient for anode reaction
Anodic charge transfer coefficient for cathode reaction

Anodic charge transfer coefficient for anode reaction
Cathode reference exchange current density

Anode reference exchange current density
Clamping pressure
Henry’s constant for oxygen

Henry’s constant for hydrogen

Entropy of reaction for the anode, E,,,,,s‘? N

Entropy of reaction for the cathode 2,,_,.52(.“

14.43 X 10° J/kg K
2.63X107° m?/s
100%

(=)
EJ‘-UII\)I\)N-P

500 A/m?
5% 108 A/m?
11 bar
0.1 exp(—666/T+14.1)P/R/T Pa
4.5X10% P/R/T Pa
126.8 J/mol K
42.5 J/mol K

See Ref. [4].

local temperature occurs inside the MEA at the interface between
the cathode catalyst layer and the membrane (Fig. 5(d)). The cath-
ode side temperature of the MEA is higher than the anode side, as
expected, due to the larger source terms in the energy equation,
and the condensation of water at that location. The minimum local
temperature in the GDL-MEA assembly occurs on the anode side,
and is associated with the proximity to the cool, high thermal
conductivity hydrogen in the flow channel.

Of particular interest is the dependence of the fuel cell perfor-
mance and membrane temperature distributions on the clamping
pressure (force per unit active area of MEA) used to assemble the
stack components. Both electrical and thermal contact resistances
will decrease with increasing clamping pressure. Transport inter-
nal to the porous membrane and GDLs will also be affected by
changes in compression.

The dependence of the thermal and electrical contact resis-
tances to the clamping pressure for two different bipolar plate (flat
and smooth graphite)~-GDL combinations (Sigracet GDL 10-BC

1.2

= = == Um, Wang, Chen

1.0 1 Present model
$ 08
=
] 0.6 1
8
o 0.4

0.2 4

0.0 r r r T

0 2000 4000 6000 8000 10000
Current density (A/m?)

Fig. 4 Comparison of the predicted fuel cell performance with
that of Ref. [15]
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and Carbel CL GDLs) is provided in Ref. [6]. The base case GDL
material considered here is arbitrarily specified to be Sigracet. The
following expressions are curve fits to the Sigracet-based experi-
mental data of Thonen (P is expressed in bars)

Ry, = (= 2.1P¢; +86P¢ +407)!

|

i | 4

I | '
(a) (b)

(48)

Max = 361.3

HRERE

| 3 " | !ﬁ
San o f‘ff

t~ \ i
$8 Ula \| [z
|

(©) {d)

Fig. 5 Internal temperature distribution (K) for the base case
operating conditions and V,,,=0.6 V. Results are for: (a) inter-
nal regions of a stack; (b) a single cell; (c) the entire computa-
tional domain; and (d) the GDL and MEA.
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Fig. 6 Measured and predicted fuel cell performance

R,.=(=2.1X10°Pg +9.7 X 10*P¢ +10°)! (49)
The relationship between Ry . (and R, ) and P¢y for Carbel is [6]
Ry.=(~4.44P% +1442P¢, +387)"! (50)

R, =(=3.65 X 10°P¢ + 1.3 X 10°Pc + 1.3 X 10°)™" (51)

The dependence of the in-plane and through-plane permeability
on the clamping pressure for two different GDLs (Sigracet 10-BC
and Carbel CL) is also reported in Ref. [6]. A curve fit to the
reported data for the in-plane permeability of Sigracet 10-BC is

=—2X107BP% —9 X 1073Po +2.1 X 107" (52)

The ratio of the in-plane to the through-plane permeability for
Sigracet is 66. The in-plane permeability and clamping pressure
relationship for Carbel is [6]

K,=13x107"*Pg —3.1 X 107"2P¢ +2.15 X 107" (53)

The ratio of the in-plane to through-plane permeability for Carbel
CL is 1.6.

Other transport properties associated with the two GDL mate-
rials are assumed to be the same as those listed in Table 2, due to
lack of data.

The model, including Eqgs. (48)—(53), was used to predict ex-
perimental results. However, because: (a) the MEA used in the
experiments was not the same as that of Ref. [6]; (b) previous
investigators [6] did not report fuel cell performance results for a
similar two-dimensional geometry; and (c) contact resistance in-
formation is not available for the MEA used in the experiments, a
direct comparison of the predicted and measured effect of the
clamping pressure is not possible. Therefore, the ratio of the pre-
dicted (or measured) cell voltage to the maximum cell voltage (it
is assumed that the measured cell voltage at Pcp = 10.7 bar is
Vmax) @s a function of the clamping pressure is reported in Fig. 6.
The experimental results and numerical predictions are considered
to be in remarkable agreement. The cell voltage (power) is most
sensitive to P¢p, at the smallest clamping pressures, and changes
in the cell power asymptotically approach zero as the clamping
pressure is increased. Simulations were performed in which only
the electrical (or thermal) contact resistance dependence on the
clamping pressure, or only the GDL transport property variation
with clamping pressure, was taken into account. The results are
also shown in Fig. 6 and indicate that electrical contact resistance
has the dominant effect on the fuel cell power output. The influ-
ence of changes in the thermal contact resistance and GDL trans-
port properties is minor and negligible, respectively. For purposes
of comparison, the measured performance associated with
orthogonal flow channels is also shown, exhibiting similar
sensitivity to the clamping pressure as for the parallel channel
configuration.
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Parametric Simulations. As will become evident, the pre-
dicted temperature distribution inside the fuel cell is highly sensi-
tive to P¢p. Local evaporation and condensation rates would be
similarly affected. High temperatures may induce drying of the
membrane or weakening of the Nafion as its glass transition tem-
perature is approached [11]. High clamping pressures will deform
the GDLs and the membrane, potentially causing cell leakage and
electrical shorting [7]. Furthermore, large spatial temperature gra-
dients within the Nafion, along with potentially large clamping
forces exerted by the bipolar plates, may lead to large moisture
gradients and excessive stresses in the material. Presumably, then,
an isothermal and relatively cool membrane will exhibit greater
durability than a nonisothermal, hot membrane. Since measure-
ment of local temperatures, electrical and ionic potentials, and
species distributions within operating fuel cells is difficult, the
model was used to estimate the sensitivity of various distributions
to the clamping pressure.

Temperature distributions inside the MEA and GDLs for vari-
ous clamping pressures are shown in Fig. 7. (The geometry of Fig.
7 corresponds to that of Fig. 5(d).) As evident, the temperature
distribution is highly sensitive to the clamping pressure. For no
contact resistances and transport properties evaluated at Pcp
=11 bar, the minimum and maximum local temperatures in the
MEA and GDLs are 356.7 K and 361.3 K, respectively. Values of
Tmin and T, increase to 359.0 K and 364.5 K as P is reduced
to 11 bar (with contact resistances; Fig. 7(b)). Values of Tp,;, and
Tiax drop to 357.7 K and 362.0 K at Pcp =1 bar (Fig. 7(c)), and
then decrease further to 357.0 K and 360.7 K at R, .= 107 Q m?
(Pcr.=0; Fig. 7(d)). Temperature differences between the GDL
and the bipolar plates increase as P¢p is reduced, as expected.
Overall temperatures decrease as P¢; is reduced due to the lower
current density that is associated with higher electrical contact
resistance. Interestingly, the location of T,,,, shifts from the top to
the bottom of the computational domain as P¢y is reduced (but is
consistently located at the left face of the RHS GDL, x'=0). The
shift in the location of T,,,, is attributed to the fact that at low
clamping pressures (Fig. 7(d)), the gases become more effective in
cooling the membrane than the bipolar plates.

The eftect of the clamping pressure on the temperature differ-
ences (AT=Tp.—Tmin) along the centerline of the membrane
(x=0) for different operating conditions is shown in Fig. 8. Note
that the results of Fig. 8(a) were generated by holding the current
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Fig. 8 (a) Temperature difference along the membrane center-
line as a function of the clamping pressure for different operat-
ing conditions, /=7050 A/m?; and (b) temperature difference
along the membrane as a function of the clamping pressure for
different operating conditions, V,,=0.6 V

density constant while the cell potential is predicted, whereas in
Fig. 8(b) the cell potential is held constant and the current density
is predicted. The results of Figs. 7(b)-7(d) correspond to the solid
line of Fig. 8(a).

Remarkably, regardless of the operating conditions considered
here, the value of AT is minimized in the vicinity Pcp =2 bar. At
lower clamping pressures, the maximum temperature exists in the
middle of the bipolar plate land region (bottom of the computa-
tional domain) for every case. At higher clamping pressures, the
maximum temperature exists in the middle of the side of the gas
channel (top of the computational domain) for every case. The
value of AT exhibits modest dependence upon the gas tempera-
tures and pressures (for the ranges of pressure and temperature
considered here), and this dependence is brought about by a com-
plicated interplay between the various transport phenomena
within the fuel cell.

The effect of Pcy, on AT for different flow channel dimensions
is shown in Fig. 9. As less of the GDL is exposed to the relatively
cool gases in the channels (smaller wy), less area is available for
the gases to cool the internal regions of the fuel cell and average
temperatures (as will become evident in Fig. 11) increase. In ad-
dition, more of the GDL is exposed to the relatively isothermal
bipolar plate, leading to smaller values of AT. These general ob-
servations are independent of whether the simulations are per-
formed by holding either the cell potential (V,;=0.6 V) or cur-
rent density (I=7050 A/m?) constant. As was observed in Fig. 8,
temperature differences within the membrane are minimized at
Pcp,=2 bar, regardless of the flow channel dimensions, or manner
in which the fuel cell performance is simulated. Minimum values
of AT correspond to the sudden shift of maximum temperatures
from midchannel to midland as Py, is reduced.

The fuel cell’s power density (W/m?) and the maximum tem-
perature inside the MEA are other important factors that vary with
the clamping pressure. The power density and temperature differ-
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Fig. 9 Temperature difference along the membrane centerline
as a function of the clamping pressure for different channel
dimensions, constant current density (/=7050 A/m?2), and con-
stant cell potential (V ;;=0.6 V)

ence along the membrane are both shown as a function of P¢y in
Fig. 10 for the two different channel dimensions. Figure 10(a)
shows the relationship for Sigracet and Fig. 10(b) is associated
with Carbel. The results reveal that optimum clamping pressures
exist and are nearly independent of the channel dimensions, for
both GDL materials. Carbel (Fig. 10(b)) exhibits a slightly smaller
value of P¢; corresponding to the minimum value of AT. Relative
changes in the power density are minor (approximately 20%)
compared to the relative changes in AT (factor of 20) over the
clamping pressure range considered here. The fuel cell power den-
sity and maximum temperature inside the MEA, and their depen-
dence on the clamping pressure, are shown in Fig. 11 for different
channel dimensions and different GDLs. The detrimental in-
creases in the maximum temperature are considered to be minor,
and are offset by desired increased power densities at higher
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Fig. 10 Power density and temperature difference along mem-
brane as a function of the clamping pressure for different chan-
nel dimensions and different GDL materials, V,.;=0.6 V: (a) Si-
gracet; and (b) Carbel
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Carbel

clamping pressures. The minor increases in the MEA temperature
may become important as the Nafion’s glass transition tempera-
ture is approached.

Summary and Conclusions

A two-dimensional, steady-state model of a PEM fuel cell stack
has been developed. The model incorporates periodic boundary
conditions that are enabled by the geometry of the internal regions
of a fuel cell stack. The unique feature of the model is incorpora-
tion of thermal and electrical contact resistance effects at the in-
terfaces separating the bipolar plates and the GDLs, as well as
permeabilities that vary with changes in the compressive load ap-
plied to the stack. The model was validated by comparing its
predictions with independent predictions from the literature, as
well as to experiments reported here.

Increased clamping pressure reduces the contact resistances and
permeabilities of the GDLs which, in turn, increases the perfor-
mance of the stack and changes the stack’s internal temperature
distribution. The average temperature within the stack reaches a
maximum at an intermediate clamping pressure. Localized con-
densation and evaporation rates would be similarly affected. The
location of maximum membrane temperatures, and the tempera-
ture differences within the membrane, are highly dependent on the
clamping pressure. Temperature differences within the membrane
are minimized at clamping pressures of P =2 bar for a rela-
tively wide range of operating conditions, gas channel geometries,
and GDL materials.

Experimental measurements are needed to validate the predic-
tions of local internal temperatures, species concentrations, and
electronic as well as ionic current densities. The model does not
account for three-dimensional or transient effects or detailed two-
phase flow modeling.

Nomenclature

C,,t = total concentration, mol/m?
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Subscripts

=

Ch

= reference exchange current density times area

effective diffusion coefficient, m?/s
energy due to activation loss

energy due to phase change

energy due to ohmic heating

energy due to reversible chemical reaction
Faraday constant, 96,485 C/mol

Henry’s constant, Pa

hydraulic permeability of the porous media, m

electronic permeability, m?
hydrogen molar weight, kg/mol
oxygen molar weight, kg/mol

water molar weight, kg/mol
pressure, Pa

reference pressure, 101.3 kPa
clamping pressure, bar

water vapor pressure, Pa

universal gas constant, 8.314 kJ/kmol K
electric contact resistance, ) m?
thermal contact resistance, m2 K/W

source term in species conservation equation

source term in mass equation
source term in charge equation
source term in energy equation
temperature, K

voltage, V

at anode, A/m?

reference exchange current density times area

at cathode, A/m?

proton concentration in Nafion, mol/m?
specific heat, J/kg K

depth, m

latent heat, J/kg

convection mass transfer coefficient, m/s
total ionic current density, A/ m?

ionic current density components
transfer current density, A/m3

thermal conductivity, W/m K

number of electrons transferred

entropy

thickness, m

actual velocity, m/s

velocity components, m/s

width, m

coordinates, m

coordinate, m

mole fraction of ith component

charge of proton, =—1

anodic transfer coefficient at anode
cathodic transfer coefficient at anode
anodic transfer coefficient at cathode
cathodic transfer coefficient at cathode
density, kg/m?

ionic potential, V

electronic potential, V
electronic conductivity, Q="' m~
overpotential, V

ionic conductivity, Q7' m~
viscosity, kg/m s

porosity

1

air
bipolar plate
channel
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Fig. 12 Computational mesh

eff = effective

f = fluid

G = gas diffusion
H, = hydrogen

L = land area

0, = oxygen
W = water
a = anode
¢ = cathode

ct = catalyst

ith component

m = membrane, mean
= solid

Superscripts
m = interface between GDL and catalyst layers
ref = reference
sat = saturated

Appendix

The computational mesh in the vicinity of the GDL and MEA is
shown in Fig. 12 (the entire bipolar plates are not shown). The
grid size is reduced in regions with relatively large gradients. For

Journal of Heat Transfer

the base case, a grid size sensitivity analysis was performed by
increasing the number of elements in the MEA and GDLs by 50%.
Predicted temperatures at all locations within the domain changed
by less than 0.01 K, and the fuel cell’s power output remained
constant to within six figures.
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Porosity Formation and
Prevention in Pulsed Laser
Welding

Porosity has been frequently observed in solidified, deep penetration pulsed laser welds.
Porosity is detrimental to weld quality. Our previous study shows that porosity formation
in laser welding is associated with the weld pool dynamics, keyhole collapse, and solidi-
fication processes. The objective of this paper is to use mathematical models to system-
atically investigate the transport phenomena leading to the formation of porosity and to
find possible solutions to reduce or eliminate porosity formation in laser welding. The
results indicate that the formation of porosity in pulsed laser welding is caused by two
competing factors: one is the solidification rate of the molten metal and the other is the
backfilling speed of the molten metal during the keyhole collapse process. Porosity will
be formed in the final weld if the solidification rate of the molten metal exceeds the
backfilling speed of liquid metal during the keyhole collapse and solidification processes.
Porosity formation was found to be strongly related with the depth-to-width aspect ratio
of the keyhole. The larger the ratio, the easier porosity will be formed, and the larger the
size of the voids. Based on these studies, controlling the laser pulse profile is proposed to
prevent/eliminate porosity formation in laser welding. Its effectiveness and limitations are
demonstrated in the current studies. The model predictions are qualitatively consistent
with reported experimental results. [DOI: 10.1115/1.2724846]

Keywords: laser welding, modeling, heat transfer, fluid flow, pulse control, porosity
formation, prevention

1 Introduction

Joining of components with high precision and small heat-
affected zone has recently made laser welding more prevalent in
industry. Especially, with large depth-to-width aspect ratio and
high welding efficiency, keyhole mode laser welding is more
promising when compared with conventional welding processes.
However, in deep penetration laser welds, porosity is frequently
observed [1-4]. Porosity deteriorates the strength of the welded
part. In order to optimize the laser welding process and to ensure
high weld quality and strength, it is necessary to understand how
porosity is formed in the welding process and, subsequently, to
find methods to reduce or eliminate porosity defects.

Over the years, some researchers have conducted experiments
to investigate porosity formation in laser welding. Katayama et al.
[5] studied porosity formation in welding A5083 alloy and 304
steel with a high power YAG laser. They reported that alot of
pores/voids were formed due to the evaporation of metal from the
bottom tip of the keyhole, with the vapor being trapped by the
solidifying front. They also discovered that shielding gas was
trapped in those pores/voids. Seto and co-workers [6] took x-ray
transmission images of the keyhole dynamics during laser welding
using a high-speed video camera. As shown in their images, the
rear side of the molten metal was depressed near the bottom when
the keyhole front was inclined in the rear direction at the root. The
reflected laser beam can superheat the molten metal near the bot-
tom, resulting in a depression due to the high recoil pressure act-
ing on the molten metal. They concluded that the shape of the
keyhole front had a significant influence on porosity formation.
Katayama et al. [7] observed the fusion and solidification behavior
of a molten puddle during laser spot welding of 316S steel. They
found that the formation of porosity had a close correlation with
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the collapse of the keyhole right after the irradiation termination.
Once the laser beam was terminated, the melt in the upper part of
the keyhole flowed downward to fill the keyhole. Some gas seems
to have been trapped in the lower part of the keyhole. At the same
time, the upper part of the melt rapidly solidified, which prevented
the melt from flowing to fill the keyhole. Thus porosity was
formed in the weld.

Based on these experimental observations, several methods
have been proposed to prevent porosity formation for keyhole
mode laser welding. The first method [8] focused on preventing
the invasion of shielding gas during the welding process by weld-
ing in a vacuum. The experimental results showed that in vacuum
welding, evaporation of metals was intensive so that the metallic
vapors swelled the middle and the bottom rear wall of the key-
hole, but no pores or voids were generated in the rear or bottom
part of the molten pool. However, welding in a vacuum environ-
ment is not feasible in most industrial situations because of its
inflexibility and high cost. The second method is to use a particu-
lar kind of shielding gas that can be dissolved in the molten metal.
In YAG and CO, laser welding of 304S steels [5,9], reduced po-
rosity formation was found using the shielding gas N,, compared
to that using other shielding gases, due to the high solubility of N,
in metals with a high Cr content. The use of CO, shielding gas to
suppress porosity formation was also reported in YAG laser weld-
ing of mild steels [10]. However, this approach is only suitable for
certain welding cases in which the shielding gas “matches” the
weld metal, limiting its applications.

The last method is to control the flow of molten metal during
the keyhole collapse process, allowing the lower part of the key-
hole to be filled up by molten metal. This can be achieved by
increasing the backfilling speed of the molten metal or by delay-
ing the solidification of the molten metal. Delaying the solidifica-
tion process can be realized by optimizing the pulse shape of the
laser beam [7]. From experimental results, it was revealed that by
adding a tailing power to the laser pulse, a deep keyhole weld
without porosity could be produced. Since this method can be
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easily achieved compared with the aforementioned other methods,
it is more practical to be adopted in industrial applications to
prevent porosity formation.

So far, all reported research of porosity formation and preven-
tion are based on experimental studies. Although experimental
results such as the observations through microfocused x-ray trans-
mission imaging can provide useful information about porosity
formation, the underlying physics, such as temperature and veloc-
ity evolutions during the keyhole formation and collapse cannot
be revealed. This is especially true for the phenomena that occur
inside the keyhole. However, the temperature and velocity evolu-
tions during the keyhole collapse and solidification processes have
a significant influence on porosity formation. Hence, numerical
simulation of keyhole mode laser welding is needed to study what
happens during porosity formation. Until recently, a comprehen-
sive numerical model was developed by Zhou et al. [11] to simu-
late the keyhole formation and collapse in the laser welding pro-
cess. This work included the calculation of temperature field
distributions, pressure balance, melt flow, free surface, laser-
induced plasma, and multiple reflections. The model predictions
are in good agreement with the experimental results. In this paper,
this model is employed to systematically investigate the porosity
formation mechanisms and the effectiveness of the prevention ap-
proach by optimizing the pulse shape in pulsed laser welding.

2 Mathematical Models

Figure 1 is a schematic sketch of stationary keyhole mode
pulsed laser welding. The base metal is assumed to be 304S steel
containing 100 ppm of sulfur. A finite difference model employing
the volume of fluid (VOF) technique [12] and the continuum for-
mulation [13] was used to calculate the momentum and energy
transport in the keyhole and welding coupon. The VOF technique
can handle a transient deformed weld pool surface, while the con-
tinuum formulation can handle fusion and solidification for the
liquid region, the mush zone, and the solid region. Laser-induced
plasma is often present in laser welding processes and it is a key
factor affecting the keyhole dynamics. Due to the different energy
transport mechanisms in the solid/liquid metal zone and the
plasma zone, two submodels are developed to handle the transport
phenomena in these two zones.

2.1 Metal Zone Simulation. The governing differential equa-
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tions used to describe heat and mass transfer and fluid flow in a
cylindrical coordinate (r-z system) given by Chiang and Tsai [13]
are modified and used in the current study:

Continuity
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The physical meaning of each term appearing in the above equa-
tions can be found in Ref. [13]. In Egs. (1)—(4), the continuum
density, specific heat, thermal conductivity, solid mass fraction,
liquid mass fraction, velocity, and enthalpy are defined in Ref.

[13].

2.2 Track of Free Surface. The algorithm of volume-of-fluid
(VOF) is used to track the dynamic free surface [12]. The fluid
configuration is defined by a volume of fluid function, F(r,z,1),
which tracks the location of the free surface. The function F takes
the value of one for the cell full of fluid and the value of zero for
the empty cell. Cells with F values between zero and one are
partially filled with fluid and identified as surface cells. The func-
tion F' is governed by the following equation:

dF JF
—=—+(V-V)F=0 5
7=tV (5)

2.3 Plasma Zone Simulation. Plasma inside the keyhole can
be treated as the vapor of the weld material. Although the velocity
and pressure change dramatically across the Knudsen layer, the
generic translation vapor flow along the keyhole is not significant
[14]. Meanwhile, the pressure along the keyhole can be consid-
ered to be approximately constant [15]. Since the keyhole is open
to the atmosphere, the pressure will be comparable to the atmo-
spheric pressure. Therefore, in the present study, the fluid flow of
plasma in the keyhole is neglected and only the temperature field
is considered. Since the heat production by viscous dissipation is
rather small in laser welding, the energy equation can be simpli-
fied as [16]
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Table 1

Thermophysical properties of 304 stainless steel and process parameters

Nomenclature Value
Specific heat of solid phase, ¢, (J kg™ K™') 700
Specific heat of liquid phase, ¢; (J kg™ K™') 780
Thermal conductivity of solid phase, k, (W m™' K™!) 22
Thermal conductivity of liquid phase, k, (W m™' K1) 22
Density of solid phase, p, (kg m~3) 7200
Density of liquid phase, p; (kg m™>) 6900
Dynamic viscosity, g, (kgm™"s7") 0.006
Latent heat of fusion, H (J kg™") 247X 10°
Solidus temperature, 7 (K) 1670
Liquidus temperature, T; (K) 1727
Thickness of substrate metal, H;, (mm) 3(;)0

Radius of substrate metal, R;, (mm)

J k '
ﬁ_z(pplhpl) =V. (_El \Y% hpl) + KplIC exp(— f Kplds)

Cpl 0

+2 Kpllr,m(r,z)exp(- f KpldS) (6)
(

m=1 0

where h,; and py; represent the enthalpy and density of the plasma,
kpi and ¢y, represent the thermal conductivity and specific heat of
the plasma, s is the penetration depth of laser light in the plasma,
K denotes the inverse Bremsstrahlung (iB) absorption coeffi-
cient. When an intense laser pulse interacts with the vapor in the
keyhole, a significant amount of laser radiation is absorbed by the
ionized particles through iB absorption. For the laser-induced
plasma inside the keyhole, the scattering effect is not significant
compared with the absorbing and emitting effects. For simplicity,
the plasma is assumed to be an absorbing-emitting medium and
the laser intensity is exponentially attenuated inside the keyhole
plasma.

More details including the assumptions and simplifications
about the model and the corresponding boundary conditions can
be found in our previous paper [11] and will not be included here.

3 Numerical Method

In computation, the evaluation of the transport equations in the
metal and plasma zones is coupled. That is, simulations of the
metal and plasma zones provide boundary conditions for each
other. However, there are large spatial and physical differences
between them. For a compromise between the result convergence
and calculation times, different time resolutions were used for
these simulations. The governing equations (Egs. (1)—(6)) and all
related supplemental equations and boundary conditions are
solved through the following iterative scheme:

1. Equations (1)—(4) are solved iteratively to obtain velocity,
pressure, and temperature distributions under the associated
boundary conditions for the metal zone.

2. Equation (6) is solved iteratively to obtain the temperature
field of the plasma in the keyhole under the associated
boundary conditions.

3. Tteration between step (1) and (2).

4. Solve the VOF algorithm Eq. (5) to obtain the new domain
for the metal and plasma zones.

5. Update the boundary conditions for the metal and plasma
zones.

6. Advance to the next time step until the desired time is
reached.

The technique for solving the partial differential equations is
given by Wang and Tsai [17]. Following the MAC scheme, the r-
and z-velocity components are located at cell face centers on lines
of constant r and z respectively, while the pressures, VOF func-
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tion, temperature, and absorbed laser flux are located at cell cen-
ters. Since the temperature and pressure field change more dra-
matically near the keyhole, a nonuniform grid system with 202
X252 points is used for the total computational domain of
5.0 mm X 6.25 mm, in which smaller grids are arranged near the
keyhole and larger grids for other parts. Due to the
y-axis-symmetry of the domain, only half of the grid points were
used in the actual calculation. Due to the large spatial and physical
differences between the solid/liquid metal and plasma zones, for a
compromise between the result convergence and calculation time,
different time resolutions must be used for these simulations. Cal-
culations were executed on the DELL OPTIPLEX GX270 work-
stations with LINUX-REDHAT 9.0 OS and took 6 h of CPU time
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Fig. 2 A sequence of liquid metal evolution showing porosity
formation
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Fig. 3 The corresponding temperature distributions for the
case as shown in Fig. 2

to simulate about 100 ms of real-time welding. The average time
step is 107 s and the smallest time step is about 1070 s.

4 Results and Discussion

The thermophysical properties and welding conditions used in
the present study are summarized in Table 1. The following weld-
ing conditions are assumed in the model: the radius of the laser
beam at focus is 0.25 mm, the laser beam energy is a Gaussian
distribution, and the laser beam energy and pulse shape vary ac-
cording to different study cases. The divergence of the laser beam
is assumed to be negligible for a 3.0 mm metal thickness.

4.1 Porosity Formation. Since the keyhole formation process
has been discussed before [11], the following discussions will be
focused on the keyhole collapse process. Figure 2 shows a typical
keyhole collapse and solidification process in pulsed laser welding
with laser power at 1.7 kW and pulse duration time at 15.0 ms.
The corresponding temperature and velocity evolutions are given
in Figs. 3 and 4, respectively.

As shown in Fig. 2, once the laser is shut off at r=15.0 ms, the
hot plasma is the only heat input source to irradiate the keyhole
wall. Since the heat capacity of the plasma is very small, the
temperature of the plasma drops very quickly after the laser is
turned off, as shown at r=15.5 ms in Fig. 3. At t=19.8 ms, the
keyhole plasma almost completely disappears. Furthermore, due
to the large aspect ratio of the keyhole and the high temperature
gradient, the heat loss conducted from the hot keyhole wall to the
surrounding metal is very strong. Hence, as shown in Fig. 3, the
temperature of the keyhole wall drops very quickly, especially for
the lower part of the keyhole having only a thin layer of the liquid
metal. Due to this quick temperature drop, the thin layer of liquid
metal on the bottom of the keyhole solidifies very quickly after
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Fig. 4 The corresponding velocity distributions for the case
as shown in Fig. 2

the shut-off of the laser power, as shown at =19.8 ms in Fig. 2.

As shown in Fig. 3, after the laser beam is shut off, the tem-
perature on the bottom surface of the keyhole drops faster than
that on the upper surface, so the temperature gradient along the

(b) (c)

(=]
- 5022 L P L L0 WL L oy e

Laser Power (kW)

o

Fig. 5 Laser pulse profile used to generate (a) a small depth-
to-width ratio keyhole; (b) a medium depth-to-width ratio key-
hole; and (c) a large depth-to-width ratio keyhole
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Fig. 6 A sequence of liquid metal evolution during the keyhole
collapse and solidification in a small depth-to-width ratio key-
hole welding process

keyhole wall decreases. This causes the temperature-dependent
Marangoni shear stress to decrease accordingly. Meanwhile, with
the removal of the recoil pressure due to the shut-off of the laser,
the recoil pressure-driving hydrodynamic pressure of the squeezed
liquid metal also decreases very quickly. Consequently, surface
tension and hydrostatic pressure become dominant and drive the
liquid metal to have a tendency to fill back the keyhole. As shown
in Fig. 4 at r=15.5 ms, the liquid metal located on the upper part
of the keyhole starts to flow inward and downward under the
hydrostatic pressure and surface tension. Since the liquid metal
layer is thicker on the top and the flow friction along the liquid-
solid interface is larger for a thinner liquid layer, the backfilling
velocity for the liquid metal on the upper part is accelerated more
quickly than those on the lower part of the keyhole. As shown in
Fig. 2, the keyhole is closed on the top first. After the keyhole is
closed on the top, the liquid metal continues to flow downward
along the keyhole wall. When the liquid metal flows downward
along the solidified keyhole wall, its velocity is decreased by the
friction force of the cool keyhole wall. Meanwhile the solid-liquid
interface moves inward to the centerline of the keyhole because of
the strong heat conduction loss to the surrounding metal along the
keyhole wall. As shown in Fig. 2 from =24.0 ms to #=28.0 ms,
the liquid region shrinks as the liquid refills the keyhole, espe-
cially for the liquid metal at the bottom because of higher conduc-
tion heat loss and lower heat capacity there. Finally the bottom of
the downward flowing liquid metal completely solidified before it
can reach the bottom of the keyhole as shown at /=28.0 ms. From
then on, although there is still a certain amount of liquid metal on
the top, this part of liquid metal cannot continue to flow down-
ward, which leaves a pore or void at the root of the keyhole.
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Fig. 7 The corresponding temperature distributions for the
case as shown in Fig. 6

4.2 Aspect Ratio of Keyhole Versus Size of the Pore. The
aspect ratio is the ratio of keyhole depth to its width. In laser
welding, especially in keyhole mode laser welding, the aspect
ratio can be very large, which is one of the main advantages of
laser welding. However, porosity is frequently found in a deep
keyhole laser weld. The following studies are addressed toward
investigating the effect of keyhole aspect ratio on porosity forma-
tion. In the studies, the laser power and keyhole width are fixed
and the keyhole depth is determined by the laser pulse duration.
By changing the pulse duration of the laser beam, different aspect
ratio keyholes can be obtained in different study cases. In the
following discussions, small aspect ratio means the ratio is less
than 0.6, while the medium aspect ratio means the ratio is larger
than 0.6 and less than 1.0. If the ratio is larger than 1.5, it is
considered as a large aspect ratio.

4.2.1 Small Aspect Ratio Keyhole. The laser power used in
this study was 1.7 kW and the radius of the laser beam at the
focus was 0.2 mm. As shown in Fig. 5(a), the laser power was set
at 1.7 kW within 1.0 ms and was turned off at r=10.0 ms. Figure
6 shows the keyhole collapse and solidification processes. The
corresponding temperature and velocity distributions are given,
respectively, in Figs. 7 and 8.

As shown in Fig. 6 at r=10.2 ms, alot of liquid metal was
squeezed from the bottom of the keyhole to its shoulder by the
laser-induced recoil pressure during the keyhole formation pro-
cess. After the laser beam was turned off at r=10.0 ms, the laser-
induced recoil pressure very quickly disappeared. Hence, there
was no strong driving force to push the liquid metal to flow to-
ward the top of the keyhole. Meanwhile, as shown in Fig. 7 from
t=10.2 ms to t=13.2 ms, the temperature of the keyhole plasma
and liquid metal very quickly drops due to the shut-off of the laser
power. Once the liquid metal temperature drops below 2150 K,
the surface tension gradient coefficient dy/JT will turn positive.
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Fig. 8 The corresponding velocity distributions for the case
as shown in Fig. 6

Since at this time the temperature gradient from the center to the
shoulder is still positive, it will cause the temperature-dependent
surface tension force to change its direction to negative along the
weld pool surface. This will drive the liquid metal to flow inward.
This surface tension force combined with the hydrostatic pressure
will drive the accumulated liquid metal on the top to have a ten-
dency to fill back the keyhole. As shown in Fig. 6 at r=13.2 ms,
the keyhole starts to collapse from the top under these forces.
Since it takes time for the liquid metal flow to change its direc-
tion, the liquid metal is still flowing outward and upward at ¢
=10.2 ms in Fig. 8. With the continuous acceleration of the sur-
face tension force and hydrostatic pressure, the liquid metal finally
flows downward and inward at r=13.2 ms.

In Fig. 6 at t=10.2 ms, after the shut-off of the laser, since there
is no heat input, the solidification process quickly becomes domi-
nant. Comparing the figures at t=10.2 ms, r=13.2 ms, and ¢
=15.6 ms in Fig. 6, it is easy to find the liquid metal on the
bottom of the keyhole almost completely solidifies at r=15.6 ms
due to the solidification process. As indicated by previous discus-
sions of the porosity formation process, it is known that porosity
formation is determined by two competing processes: the backfill-
ing process and the solidification process. Since the keyhole depth
is small in this case, it requires shorter time for the liquid metal on
the top to fill back the bottom of the keyhole. As shown in Fig. 6,
although the liquid metal on the bottom of the keyhole almost
completely solidifies at £=15.6 ms, since the keyhole is shallow,
the liquid metal flowing downward from the top can still reach the
keyhole bottom at t=19.2 ms and fill up the keyhole before com-
plete solidification. Hence, no porosity is found in the final weld
in this case.

4.2.2 Medium Aspect Ratio Keyhole. The laser power density

Journal of Heat Transfer

L t=10.2 (ms) L t=16.8 (ms) L t=18.0 (ms) - t=25.8 (ms)
3: 3: 3~ 3
L = 2+ 2k
2F 2+ [ B
- 1m/s o 2 m/s 1k 1
Fj] NI SN EEES I R 1—..1.,..1...x1.. TR [N S (T T T [ T N SNY R YA MO N WV V) S VA |
- t=13.2 (ms) - £=19.2 (ms) F £=19.2 (ms) F £=31.2 (ms)
B B 3.: .:
3k 3F L 3,
[ [ 2t 2F
2k 2 [ L
F 2m/s o 1 m/s 1F 1F
[ N SN S Y T S S ) VTN S T T Y S T S ﬁ L o B T N (B S T L, L i EEE e ey AR [ S i ]
F t=15.6 (ms) F t=24.0 (ms} - t=21.6 (ms) IS t=46.8 (ms)
't 't I T w
gl 7 [ 7l gt
Er £t s2f g2f
N2 N2 ~ L N L
- 21m/s - 0.5 m/s 1: 1=
1_..“...1....1.. 1—..1....1...,1. S B U o U S W Wi Lrarerel AP I I B e i
-1 0 1 -1 0 1 05 0 05 1 -1 05 0 05
r (mm) r{mm}) r(mm) r(mm)

Fig. 9 A sequence of liquid metal evolution during the keyhole
collapse and solidification in a large depth-to-width ratio key-
hole welding process

and the radius of the laser beam at the focus are kept the same as
those in the previous case to ensure the same width of the key-
hole. As shown in Fig. 5(b), the laser beam is held for a longer
time to 15.0 ms to get a deeper keyhole. The keyhole collapse
process after shut-off of the laser power is shown in Fig. 2. The
corresponding temperature and velocity distributions are given,
respectively, in Figs. 3 and 4. As discussed in the previous poros-
ity formation section, a pore/void is found at the root of the key-
hole in this case since the solidification process exceeds the back-
filling process.

4.2.3 Large Aspect Ratio Keyhole. In this case, the laser
power and the radius of the laser beam are still kept the same as
those in the previous two cases to ensure the same keyhole width.
As shown in Fig. 5(c), the laser beam is held for a longer time to
19.0 ms to produce an even deeper keyhole. Figure 9 shows the
keyhole collapse and solidification processes. The corresponding
temperature and velocity distributions are given, respectively, in
Fig. 10 and 11. As shown in Fig. 9 at r=18.0 ms, since the key-
hole is deeper, only a small amount of laser beam energy can
reach the bottom of the keyhole and there is only a very thin layer
of liquid metal on the bottom of the keyhole. After the shutoff of
the laser beam, due to less heat capacity and strong heat loss on
the bottom of the keyhole, the thin layer of liquid metal on the
bottom of the keyhole quickly solidifies at r=19.2 ms. Mean-
while, with the actions of hydrostatic pressure and surface tension
force, the liquid metal in the upper and middle part of the keyhole
is flowing downward along the keyhole wall. While flowing along
the solidified keyhole wall, since there is not too much liquid
metal there and its heat capacity is small, the downward flowing
liquid metal quickly cools down and its downward velocity rap-
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Fig. 10 The corresponding temperature distributions for the
case as shown in Fig. 9

L t=18.0 {ms) L t=258 (ms)
3F 3
2 }f ‘ 2f
1r . 1m/s 1+ 2 m/s
= . = N
T S S T G S Y N T S B N TN S (S TS NN T S NS TR T SN S BT
L t=19.2 (ms) L t=31.2 (ms}
3 3+
2~ 2F
r 2m/s T 1 m/s
= =
I SN S TN T SN S T T T SN G N | I S A T TN Y S G T Y S S B B
- t=21.6 (ms) - t=46.8 (ms)
3 3 ety
g 3l
52 = 52 =
~ [ ~
1 : 2mfs 1 : 0.5 mfs
- = r —_—
RN (D NS T T SN NS TN N S NS NS T T SN NS TS TN T S N Y TN JUNE S [ T
1 0 1 -1 o] 1
r(mm) r(mm)
Fig. 11 The corresponding velocity distributions for the case

as shown in Fig. 9
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Fig. 12 The effect of depth-to-width ratio on pore formation for
constant keyhole depth

idly decreases due to the friction force of the cool keyhole wall.
After a very short period of time, when the downward flowing
liquid metal reaches a certain depth (z=1.5 mm in Fig. 9), the
bottom velocity of this downward flowing liquid metal decreases
to almost zero and its bottom completely solidifies. Although, at
this time, there is still some liquid metal on the top (z>1.5 mm in
Fig. 9), this amount of liquid metal is blocked by the solidified
metal and cannot flow downward any farther. At r=25.8 ms, this
small amount of liquid metal completely solidifies in the middle
of the keyhole. So, a pore/void is formed at the root of the
keyhole.

Meanwhile, with the combined actions of surface tension force
and hydrostatic pressure, the liquid metal on the top of the key-
hole is still flowing downward and inward to fill back the keyhole.
It takes a while for the liquid metal in the middle of the keyhole
wall to change its flow direction as shown in Fig. 11, when ¢
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Fig. 13 Laser pulse profiles used to reduce/eliminate pore/
void formation for a keyhole with (a) a medium depth-to-width
ratio and (b) a large depth-to-width ratio

>21.6 ms, the liquid metal changes its direction to flow down-
ward. The magnitude of the velocity is relatively small and the
amount of liquid metal in the middle of the keyhole wall is small,
so the solidification process becomes dominant. Compared to that
at t=19.2 ms, the liquid metal region in the middle part of the
keyhole shrinks at 1=21.6 ms due to the solidification process. At
t=25.8 ms, the keyhole is closed from the top and the downward
flowing liquid metal very quickly cooled down. The whole liquid
region shrinks from outside to inside and from bottom to top and
its velocity is decreased by the friction forces. At r=31.2 ms,
when the downward flowing liquid metal reaches the middle of
the keyhole (at z=2.0 mm in Fig. 9), the bottom part almost com-
pletely solidifies. Hence, the remaining liquid metal on the top
cannot flow downward farther. Another pore/void was formed in
the middle of the keyhole in the final weld. In the previous three
case studies, the keyhole width was fixed and the change of the
aspect ratio was controlled by changing the keyhole depth. It was
found that for a small depth-to-width keyhole, there was no po-
rosity found in the final weld. For a medium and large depth-to-
width aspect ratio keyhole, porosity was found and for a large
aspect ratio keyhole, the porosity size was larger. In the following,
the porosity formation process was further studied using a fixed
keyhole depth and varying keyhole width conditions. Results are
shown in Fig. 12 and similar phenomena are found. For a small
depth-to-width aspect ratio keyhole, there was no porosity found
in the final weld bead. For a medium and large aspect ratio key-
hole, porosity was found. This can also be explained through in-
vestigation of the porosity formation process. As the keyhole
width increases, the backfilling time (the time from laser light
removal to when the liquid metal stops filling back) will corre-
spondingly increase due to the increasing amount of liquid metal
on the top and decreasing solidification rate. This gives more time
for the liquid metal to flow downward to fill the keyhole. More-
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Fig. 14 A sequence of liquid metal evolution during pore/void
reduction/elimination for a medium depth-to-width ratio key-
hole welding process by using the pulse profile in Fig. 13(a)

over, larger keyhole diameter leads to a smaller wall friction,
which also increases backfilling speed of the liquid metal. Both
factors help to reduce porosity formation in the final welds.

4.3 Porosity Prevention/Elimination by Laser Pulse
Control. From the aforementioned studies, it is clear that if the
downward flowing liquid metal can fill up the bottom of the key-
hole before complete solidification, there will be no porosity in
the final weld. This can be achieved in two ways: (1) delaying the
solidification process to increase the backfilling time; (2) increas-
ing the backfilling speed of the liquid metal. The following studies
will be focused on studying the effectiveness of the first method
for delaying the solidification process. This can be realized by
controlling the laser pulse shape and power density.

4.3.1 Medium Aspect Ratio Keyhole. As inspired by the pre-
vious studies, at #=15.0 ms if the laser is not completely shut off,
but reduced to a moderate power level, whose density is not large
enough to produce a recoil pressure, but large enough to provide
additional heat for the weld pool. Then the solidification process
will be delayed by this additional heat input and, consequently, the
backfilling time will be increased. This increased backfilling time
can allow the downward flowing liquid metal to fill up the key-
hole. As shown in Fig. 13(a) at t=15.0 ms, the laser power is
reduced to 0.35 kW, one-fifth of its peak value, and lasts for an-
other 6.0 ms. This reduced laser power is small enough to prevent
the recoil pressure effect on the keyhole wall while it can provide
enough heat to delay the solidification process. Figure 14 shows
the keyhole collapse and solidification processes. The correspond-
ing temperature and velocity evolutions are shown in Figs. 15 and
16.

As shown in Fig. 14, with the removal of the main laser power
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Fig. 15 The corresponding temperature distributions for the
case as shown in Fig. 14

at t=15.0 ms, the keyhole begins to collapse. Meanwhile the re-
duced laser power continues to heat the keyhole surface, which
allows liquid metal at the bottom of the keyhole to remain liquid
at r=18.6 ms as compared to what occurred in Fig. 2. As the
liquid metal from the shoulder of the keyhole approaches the cen-
ter, it prevents part of the laser light from reaching the bottom
surface of the keyhole. This will lead to a temperature decrease on
this part of the keyhole wall. However, the multiple reflections on
the keyhole wall will reflect some laser energy to the keyhole wall
where laser light cannot radiate directly. This helps to delay the
solidification process along the keyhole wall. At r=19.2 ms, the
keyhole is almost completely closed from the top and from then
on only a very small portion of the laser light can reach the bot-
tom of the keyhole. However, as shown in Fig. 15, the tempera-
ture on the bottom of the keyhole wall is still hot enough to allow
the metal to stay liquid. At this time, most of the laser energy is
used to heat the liquid metal on the top, which can help the liquid
metal on the top to flow downward. As shown in Fig. 16 at ¢
=19.2 ms, the downward momentum of the liquid metal is strong.
Hence, within a short period of time, the downward flowing liquid
metal almost completely fills up the keyhole at r=19.8 ms and the
porosity which was found in Fig. 2 has been eliminated. Although
some gas is enclosed, the gas is surrounded by liquid metal, which
can continue to flow into the gas region. During the backfilling
process, the hydrostatic pressure continues to accelerate the melt
flow, which facilitates the backfilling process. The downward
flowing liquid metal makes the gas region smaller and smaller. In
addition, since the gas is a mixture of shielding gas and metal
vapor, some of it will be dissolved in the liquid metal during the
compression process and eventually the gas region will com-
pletely disappear in the metal liquid, as shown at r=20.4 ms in
Fig. 14. This result is consistent with the experimental observa-
tions by Katayama and Matsunawa [3].
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Fig. 16 The corresponding velocity distributions for the case
as shown in Fig. 14

4.3.2 Large Aspect Ratio Keyhole. As shown above, through
providing additional heat to increase the backfilling time, control-
ling the laser pulse shape is a very effective way to eliminate
porosity formation for a medium aspect ratio keyhole laser weld.
In the following study, the effectiveness of this method is inves-
tigated for a large aspect ratio keyhole. As shown in Fig. 13(b) at
t=19.0 ms, the laser power density is reduced to 0.35 kW. Since
the keyhole is deeper, this reduced laser power is held for a longer
time (35.0 ms) to provide more additional heat. Figure 17 shows
the keyhole collapse and solidification processes and the corre-
sponding temperature and velocity distributions are shown in
Figs. 18 and 19, respectively.

As shown in Fig. 18, due to the additional heat input after the
removal of the main laser power, the plasma temperature drops
slower from r=18.0 ms to r=19.2 ms as compared to that in Fig.
10. This is helpful to keep the liquid metal on the bottom of the
keyhole and to delay the solidification process of the liquid metal
on the side of the keyhole. This is clearly indicated at ¢
=19.2 ms in Fig. 17, due to irradiation from the hot plasma and
the additional heat input from the laser, the metal on the keyhole
bottom is still a liquid and the amount of the liquid metal on the
side of the keyhole is almost the same as that at r=18.0 ms.

However, since the keyhole aspect ratio is larger in this case,
more liquid metal is located on the shoulder, which leaves a larger
crater on the top of the keyhole. Meanwhile, the reduced laser
energy can keep the temperature of the liquid metal on the top
high, which facilitates the melt flow there. Hence, at 1=19.0 ms,
after the removal of the main laser power, with the action of
surface tension force and hydrostatic pressure, this large crater
will drive the hot liquid metal on the top to move inward easily to
close the keyhole and shorten the time for keyhole closure. When
the liquid metal from the shoulder of the keyhole approaches the
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Fig. 17 A sequence of liquid metal evolution during pore
reducing/elimination for a large depth-to-width ratio keyhole
welding process by using the pulse profile in Fig. 13(b)

keyhole center, the amount of the laser beam energy entering the
keyhole becomes smaller and smaller. Although the multiple re-
flections can still bring some laser light to heat the keyhole wall
where the laser light cannot radiate directly, the total area is rela-
tively large compared with that in a medium aspect ratio keyhole,
the heat input per unit area is reduced for a high aspect ratio
keyhole. This facilitates the solidification process on the keyhole
wall and bottom. As shown in Fig. 18, at 7=19.2 ms, the tempera-
ture of the liquid on the bottom quickly decreases due to the heat
loss to the surrounding metal and the reduced incoming heat input
caused by the keyhole collapse from the top. At t=21.6 ms in Fig.
17, the keyhole is completely closed on the top, then laser light
cannot enter the keyhole and the liquid metal on the bottom of the
keyhole quickly solidifies. Although, with the action of hydro-
static pressure, the liquid metal on the upper and middle part of
the keyhole flows downward to fill the keyhole, due to the fast
solidification rate, at r=22.8 ms the bottom part of the downward
flowing liquid metal completely solidifies at z=1.65 mm in Fig.
17. After that, no liquid metal can reach the bottom of the keyhole
and a pore/void shown in Fig. 9 is still found at the root of the
keyhole.

However, there is no pore or void found in the upper part of the
keyhole in this case, which is different from that shown in Fig. 9.
This is easy to understand. As shown in Fig. 17 at r=21.6 ms, the
keyhole is fully closed on the top. From then on, although the
laser light cannot penetrate into the keyhole any more, it still can
heat the liquid metal on the top and keep the temperature of the
liquid metal high, which facilitates the liquid metal to flow down-
ward against small friction force. Although, at this time, part of
the liquid metal solidifies along the keyhole wall due to the so-
lidification process. Since there is a considerable amount of liquid
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Fig. 18 The corresponding temperature distributions for the
case as shown in Fig. 17

metal with high temperature on the top as shown in Fig. 18 and
the downward momentum of the liquid metal is strong as shown
in Fig. 19, this hot downward flowing liquid metal can eventually
reach the top of the previously solidified metal (at z=1.4 mm) and
fill up the keyhole there at r=25.8 ms. Hence, the pore/void
shown in the middle part of the keyhole in Fig. 9 has been
eliminated.

5 Conclusions

Porosity formation is investigated in a keyhole mode laser
welding process using mathematical models. The influence of
depth-to-width aspect ratio of the keyhole on porosity formation is
discussed. Based on these investigations, the prevention/
elimination of porosity through laser pulse control is put forward.
The conclusions obtained are listed as follows.

Porosity is formed during the keyhole collapse and solidifica-
tion process. The formation of porosity has a close relationship
with two competing factors: (1) the solidification rate of the liquid
metal, and (2) the backfilling speed of the liquid metal. If the
backfilling speed of the liquid metal is not large enough to make
the downward flowing liquid metal completely fill up the keyhole
before its complete solidification, a pore/void will be found in the
final weld. Aspect ratio of the keyhole has major influence on
porosity formation. For a small depth-to-width aspect ratio key-
hole welding process, there is no pore/void found in the final
weld. For a medium or large aspect ratio keyhole welding process,
porosity is found in the final weld. The larger the aspect ratio, the
easier the porosity is formed and the larger the size of the pore/
void.

The mechanism of preventing porosity formation through laser
pulse shape control is to delay the solidification process, which
allows the liquid metal in the weld pool to have enough time to
flow downward to fill up the keyhole. This method is very effec-
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Fig. 19 The corresponding velocity distributions for the case
as shown in Fig. 17

tive in eliminating porosity formation for a medium aspect ratio
keyhole. But for a large aspect ratio keyhole, it has its limitations.
The pore/void in the middle of the keyhole can be eliminated, but
it cannot eliminate porosity formation at the root of the keyhole.
Other porosity prevention methods, such as increasing the back-
filling speed of the liquid metal via application of electromagnetic
force to eliminate the porosity in large aspect ratio keyhole laser
welding will be investigated in future studies.
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Nomenclature

¢, = specific heat for metal

cp = specific heat for keyhole plasma
C = coefficient defined in Eq. (2)
f = mass fraction

F = volume of fluid function
g = gravitational acceleration
h = enthalpy for metal

hy = enthalpy for plasma

H,;, = thickness of base metal
I = laser beam intensity
k = thermal conductivity for metal
K = permeability function defined in Egs. (2) and

©)
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K, = plasma laser absorption coefficient
p = pressure for metal zone simulation

r-z = cylindrical coordinate system

R, = radius of base metal
s = penetration depth of laser light in plasma
t = time

T = temperature

u = velocity in the r-direction

v = velocity in the z-direction

velocity vector

<
Il

Greek symbols
Br = thermal expansion coefficient

u = dynamic viscosity

p = density for metal
Subscripts

0 = initial value

¢ = original incident laser light

[ = liquid phase

r = relative to solid velocity

(r,m) = mth reflected laser beam
pl = plasma
s = solid phase
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This article analyzes the transient complex heat transfer and fluid flow in molten metal
and arc plasma during the gas metal arc welding process. The model predicts the for-
mation, growth, detachment, and transfer of droplets from the tip of a continuously fed

electrode under the influences of several competing forces including gravity, electromag-
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netic force, arc pressure, plasma shear stress, and surface tension. Simulations were
conducted for five different current levels to study the effects of current on the distribu-
tions of temperature, velocity, pressure, and current density in the droplet and/or the arc
plasma. Agreement between the simulated results and published experimental data was

obtained. [DOI: 10.1115/1.2724847]
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1 Introduction

Gas metal arc welding (GMAW) is an arc welding process that
uses a plasma arc between a continuous, consumable filler-metal
electrode and the weld pool, as shown in Fig. 1. The high tem-
perature plasma arc melts the electrode and forms a droplet at the
electrode tip. The droplet is detached and transferred in the arc to
the workpiece. A weld pool forms under the influences of the arc
plasma and the periodical impingement of droplets. In gas metal
arc welding, metal transfer describes the process of the molten
metal’s movement from the electrode tip to the workpiece, which
includes droplet formation, detachment, and transfer in the arc.
The transport of droplets into the weld pool is largely responsible
for the finger penetration commonly observed in the fusion zone
[1]. A better understanding of the metal transfer process is impor-
tant for improvements in the quality and productivity of welding.
The influence of droplet impingement on the weld pool varies
with the droplet size, the impingement frequency, and the im-
pingement velocity. The welding voltage, current, arc length,
shielding gas, and wire feed rate can all affect the metal transfer
process [2]. Among them, current is most often studied for its
influence on the droplet size, frequency, and acceleration in the
arc. There are various modes of metal transfer including short-
circuit, globular, spray, and streaming. Globular transfer occurs at
low currents with the droplet diameter being larger than the elec-
trode diameter. Spray transfer occurs at higher current with the
droplet diameter being smaller than the electrode diameter and the
droplet generation being more frequent. Experimental results
[2-6] have shown that a sharp transition in the droplet detachment
frequency and size occurs when the mode changes between the
globular and spray transfer modes in argon shielded environment.
This paper will focus on the study of the transport phenomena of
globular transfer to avoid numerical error that may be caused by
simulating small droplets in the spray transfer mode.

Droplet formation [6-28] has been widely investigated to ob-
tain the droplet size and frequency under different current levels.
However, many of these models [6—12] neglected the complex
fluid flow and thermal phenomena during droplet formation.
These models include the static force balance theory (SFBT)
[7-10], magnetic pinch instability theory (PIT) [10], and the dy-
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namic models calculating the dynamic growth of the droplet with
force balance [6,11,12]. The SFBT considers the balance between
gravity, axial electromagnetic force, plasma shear stress, and sur-
face tension. The PIT considers perturbation due to the radial
magnetic force acting on an infinite column of liquid metal. Re-
cently, several numerical models have been developed to predict
droplet formation and detachment by calculating the fluid flow
only [13-18], heat transfer only [19], or both the fluid flow and
heat transfer [20-28] in the electrode. However, the current den-
sity and heat flux distributions were assumed at the electrode sur-
face and the arc was not included in most of the models [13-21].
Haider and Lowke [22], Haider [23-26], Zhu et al. [27], and Fan
and Kovacevic [28] have included the arc in their models to pre-
dict droplet formation. However, the droplet shapes [22-27] or arc
plasma distribution [27,28] obtained in those models matched ex-
perimental results [6] poorly. Droplet detachment and further ac-
celeration in the arc were not addressed in Refs. [22-26].

Droplet acceleration in the arc has been calculated by many
authors [1,21,28-31] using the empirical formulation presented by
Lancaster [10]. To calculate the plasma drag force exerted on the
droplet using this formulation, the droplet was assumed to have a
spherical shape and was accelerated to the workpiece with a con-
stant acceleration. The physical properties of the arc plasma, the
drag coefficient, and the plasma velocity also had to be assumed.
Given the range of temperature found in a welding arc, the appro-
priate value of the arc plasma properties is difficult to determine.
There is also much uncertainty in the drag coefficient and the
plasma flow velocity changes dramatically during the welding
process. Furthermore, the shape of the droplet changes along the
way as it is transported to the workpiece [32]. An effective
method is needed to simulate droplet acceleration without assum-
ing the droplet shape, the plasma properties, the drag coefficient,
and the plasma velocity.

To accurately model the dynamic metal transfer process, the
fluid flow and heat transfer in both the electrode and arc and the
interaction of the droplet with the arc have to be considered. In
this paper, a transient unified model, which includes the electrode,
droplet, weld pool, arc, and their interactions, is developed to
model the metal transfer process. The dynamic growth of the
droplet at the electrode tip is simulated by integrating the heat
transfer and the fluid flow in the electrode with the momentum
and heat transfer from the arc. The heat flux from the arc plasma
and current density distribution in the droplet are calculated in the
unified model, thus no assumption of these terms need to be made
as in the previous models. The changes of droplet shape and tem-
perature, and droplet acceleration in the arc are also modeled by
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Fig. 1 A schematic representation of a GMAW system includ-
ing the electrode, the arc, and the weld pool (not to scale)

simulating the fluid flow and heat transfer inside the droplet. The
heat exchange between the arc and droplet and the momentum
transfer from the arc to the droplet are obtained through the direct
results obtained in the arc calculation at each time step. No as-
sumptions of the arc plasma temperature, properties and velocity
and the drag coefficient are needed. The simulated results are then
compared with published experimental data and reasonable agree-
ment is found.

2 Mathematical Model

2.1 Governing Equations. Figure 1 is a schematic sketch of
a stationary axisymmetric GMAW system. In this system, a con-
stant current is applied to the electrode through the contact tube at
the top of the computational domain. An arc plasma is struck
between the electrode and the workpiece. The electrode is con-
tinuously fed downward and then melted at the tip by the high
temperature arc. Droplets are formed at the molten electrode tip,
and are then detached and transferred to the workpiece. A weld
pool is formed by the continuous impingement of droplets and
dynamic interaction with the high temperature and high pressure
arc plasma at the workpiece. Inert shielding gas is provided
through the shielding gas nozzle to prevent the molten metal from
oxidation.

The computational domain has an anode region, an arc region
and a cathode region. For GMAW, the anode region is the elec-
trode, and the cathode region is the workpiece. The differential
equations governing the arc, the electrode, and the workpiece can
be included in a single set. The differential equations governing
the conservation of mass, momentum, and energy based on the
continuum formulation given by Chiang and Tsai [33] are em-
ployed in the present study, and the current continuity equation is
used to calculate the current density distribution. The equations
are given below

Mass continuity

V- (pV)=0 (1)

Momentum
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Energy

i(ph)+v-(pv11)=v- (fw)+v-(fV(hs—h))—v-(p(v
ot Cy Cy

= V(- h))
af, J+J: Sky(J,oh J.oh
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Current continuity
19 (9(/5) P
2p=——|r— |+ — = 5
¢ r&r(rﬂr 9z% )
Ohm’s law
J J
Jr_ e_¢ J”Z_Ue_(ﬁ (6)
J N 0z
Maxwell’s equation
By= @f J.rdr (7)
"Jo

In Egs. (1)—(4), u and v are the velocities in the r and z direc-
tions, respectively. V,=V,=V| is the relative velocity vector be-
tween the liquid phase and the solid phase in the mushy zone. The
subscripts s and [ refer to the solid and liquid phases, respectively,
and the subscript O represents the initial condition. f is the mass
fraction of the liquid or solid; K is the permeability function; C is
the inertial coefficient; p is the pressure; T is the temperature; & is
the enthalpy; ® is the electrical potential; p is the density; u is the
viscosity; k is the thermal conductivity; g is the gravitational ac-
celeration; By is the thermal expansion coefficient; ¢ is the specific
heat; o, is the electrical conductivity; J, and J, are current densi-
ties, in the respective r and z directions; By is the self-induced
electromagnetic field; Sy is the radiation heat loss; u is the mag-
netic permeability; k,, is the Stefan-Boltzmann constant; and e is
the electronic charge.

The third and fourth terms on the right-hand side of Egs. (2)
and (3) represent the respective first- and second-order drag forces
for the flow in the mushy zone. The fifth term on the right-hand
side of Egs. (2) and (3) represents an interaction between the solid
and the liquid phases. The second term on the right-hand side of
Eq. (4) represents the net Fourier diffusion flux. While the third
term represents the energy flux associated with the relative phase
motion, and the forth term is used to consider the latent heat of
fusion. All the terms mentioned in this paragraph are zero, except
in the mushy zone. When Egs. (2)—(4) are used to calculate the arc
plasma, these terms associated with the mushy zone are set to zero
and all the thermal physical properties are replaced with those of
the arc plasma. In GMAW, as the arc is concentrated, the resulting
weld pool is small and the solidification time is short (relative to,
for example a casting process), the solid phase velocity is as-
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sumed to be zero in the present study.

The second-to-last term on the right-hand side of Eq. (3) is the
thermal expansion term. The last term of Eq. (2) and Eq. (3) is the
electromagnetic force term. The last three terms in Eq. (4) are
Ohmic heating, radiation loss, and electron enthalpy flow,
respectively.

Continuum density, specific heat, thermal conductivity, solid
mass fraction, liquid mass fraction, velocity, and enthalpy are de-
fined as follows:

P =8Pyt 8iPiC = fiCy + fiek = gk + g1k

&sPs 8P
fi=22 =
p p
V=fV,+fV, h=hf+hf, (8)

Assuming constant phase specific heats, the phase enthalpy for
the solid and liquid can be expressed as

hs = CsT hl = clT+ (C.v - CI)TS +H (9)

where H is the latent heat of fusion for the alloy.

The assumption of permeability function in the mushy zone
requires consideration of the growth morphology specific to the
alloy under study. In the present study, the permeability function
analogous to fluid flow in porous media is assumed, employing
the Carman-Kozeny equation [34,35]

3
f 180

c(l-g) d
where d is proportional to the dendrite dimension, which is as-

sumed to be a constant and is on the order of 102 c¢m. The inertial
coefficient, C, can be calculated from [36]

(10)

C=0.13g,*"? (11)

2.2 Arc Region. In the arc region, the plasma is assumed to
be in local thermodynamic equilibrium (LTE) [37], implying the
electron and the heavy particle temperatures are equal. On this
basis, the plasma properties, including enthalpy, specific heat,
density, viscosity, thermal conductivity, and electrical conductiv-
ity, are determined from an equilibrium composition calculation
[37]. Note the metal vaporized from the metal surface may influ-
ence plasma material properties, but this effect is omitted in the
present study. It is also assumed that the plasma is optically thin,
thus the radiation may be modeled in an approximate manner by
defining a radiation heat loss per unit volume [37].

2.3 Anode Sheath Region. At the plasma-electrode interface,
there exists an anode sheath region [37]. In this region, the mix-
ture of plasma and metal vapor departs from LTE, thus it no
longer complies with the model presented above. The anode
sheath region has been neglected in many arc models
[7,22,23,32], which leads to a more constricted arc distribution at
the bottom of the droplet. This paper adopts the anode sheath
formulation of Haidar [24] by including a noncollisional sheath
region for the anode. Formulation of the noncollisional zone is
based on the Langmuir sheath model. Heat transfer from the
plasma to the electrode is determined by charged particle fluxes
across the sheath. These fluxes are due to the electrons and the
ions from the plasma, and also to a limited number of electrons
emitted from the anode surface due to the thermionic emission.
The corresponding current densities of these electrons and ions
flow are J,, J;, and Jg. As Jp is several orders of magnitude lower
than J, and J,, it is omitted in the calculation for simplification.
The following formulations [24] are used to calculate the anode
voltage drop across the sheath V

J=J,~J;
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J = kae,s 03 evs
e = enm 2_ exp X
™, bTe,s

1
‘[i = Zene,sz

V,<0 (12)

where J is the total current density at the arc-anode interface cal-
culated from the current density equation (5), J; and J, are calcu-
lated from the electron number density as charge neutrality is
assumed valid through the transition zone; 7, is the electron
temperature at the sheath edge, which is taken as the local plasma
temperature calculated from LTE; n, ; is the electron number den-
sity at the sheath edge, which is taken as the equilibrium electron
number density at the local plasma temperature; vy is the Bohm
velocity given by vg=(k,T,,/ m;)%3; e is the electronic charge; k;,
is the Stefan-Boltzmann constant; m, is the electron mass; and m;
is the ion mass for the plasma gas.

The energy balance equation at the anode surface is modified to
include a source term, S,, expressing the heating effects due to
conduction by neutral particles, charge transport across the sheath
through J, and J;, and cooling effects due to evaporation and
blackbody radiation,

kett(T, s — T, Sk Sk
Sa= Cff( « a) +Ji(vi_vs+_bTa) +Je(¢w+_bTes)
) 2e 2¢

- qevHev - Ekaﬁ (13)

where kg is the thermal conductivity taken at the arc plasma
temperature; 7T, is the anode surface temperature; 6 is the mesh
size adjacent to the anode surface; V; is the ionization energy of
the plasma gas; ¢,, is the work function of the anode material; € is
the emissivity of the surface; ¢, is the evaporation mass rate of
metal vapor, and H,, is the latent heat of vaporization. For metal
such as steel, g, can be written as [38]

log(gey) =A, +log Py —0.51l0g T (14)
18836
log Py =6.121 - — = (15)

The energy balance equation for the plasma in the transition
zone is also modified to include a source term, S,,, expressing the
cooling effects due to conduction by neutral particles and charge
transport across the sheath through J, and J;

k ff(Te,s - Tu) Skb Skb
o falle=T) () Sk (ke
S 2e 2e

(16)

2.4 Cathode Sheath Region. Similar to the anode region,
there exists a cathode sheath region between the plasma and the
cathode. However, the physics of the cathode sheath and the en-
ergy balance at the nonthermionic cathode for GMAW are not
well understood [10,22-26]. The thermal effect due to the cathode
sheath has been omitted in many models but reasonable results
were obtained [22-26,37]. Thus, the source term of the energy
balance equation at the cathode surface will only consider conduc-
tion, radiation, and evaporation

keff(Tarc - Tc)
Se=—"7T_—"7
o

where k. is the effective thermal conductivity at the arc-cathode

surface taken as the thermal conductivity of the arc plasma; & is

the length of the cathode sheath region; and 7, is the cathode
surface temperature.

In additional to the heat loss by conduction, another positive

term is included in the energy source term for the plasma at the

cathode surface. This positive term is used to approximate the

~ e He, — €k, T (17)
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energy used in the cathode boundary layer to ionize the plasma
[39] and it can also eliminate the unreasonable cooling effect of
the electron flow term in the cathode region [37]. The energy
source term for the plasma at the cathode surface is given by

keff(Tarc - Tc) 5kb(Tarc - Tc)
+

Sep=—
i ) 2e

(18)

2.5 Metal Region (Electrode, Droplet, and Workpiece). In
this model, the anode region and cathode region change their
shapes with time. Together with free droplets in the arc, they
consist of the metal region, which is occupied by metal. The tem-
perature distribution within the metal region is at an energy bal-
ance of conduction, Ohmic heating, and convection in the metal
and the heat transferred from the arc plasma. Considerations are
also given to energy gains and losses due to latent heat resulting
from melting and solidification at the solid-liquid interface.
Changes in the shape of the electrode tip and the weld pool sur-
face result in changes in the current distribution, the heat gener-
ated due to Ohmic heating, and the heat transferred from the arc to
the metal surface.

2.6 Tracking of Solid-Liquid Interface. The solid/liquid
phase-change boundary is handled by the continuum model [33].
The third, fourth, and fifth terms on the right-hand side of Egs. (2)
and (3) vanish at the solid phase because u=u,=v=v,=0 and f;
=0. For the liquid region, since K goes to infinity due to g;=1 in
Eq. (7) and f,=0, all the aforementioned terms also vanish. These
terms are only valid in the mushy zone, where 0 <f;<1 and 0
<f;<1. Therefore, there is no need to explicitly track the phase-
change boundaries, and the liquid region, mushy zone, and solid
region all are calculated by the same Egs. (2) and (3). During the
fusion and solidification processes, the latent heat is absorbed or
released in the mushy zone, which is handled through the use of
enthalpy defined in Eq. (9).

2.7 Tracking of Free Surfaces. Precise tracking of the free
surface of the droplet and the welding pool are essential to cor-
rectly predicting the shape of the droplet and the weld pool as a
function of time. The algorithm of volume-of-fluid (VOF) is used
to track the moving free surface [40,41]. The fluid configuration is
defined by a volume of fluid function, F(r,z,t), which tracks the
location of the free surface. This function represents the volume of
fluid per unit volume and satisfies the following conservation
equation:

d—F=£+(V-V)F=O
dt at
When averaged over the cells of a computing mesh, the average
value of F in a cell is equal to the fractional volume of the cell
occupied by the metal. A unit value of F corresponds to a cell full
of metal, whereas a zero value indicates the cell contains no
metal. Cells with F' values between zero and one are partially
filled with metal.

(19)

2.8 Forces at the Arc Plasma and Metal Interface. The
molten part of the metal is subjected to body forces such as grav-
ity and electromagnetic force. It is also subjected to surface forces
such as surface tension due to surface curvature, Marangoni shear
stress due to temperature difference, and arc plasma shear stress
and arc pressure at the arc plasma and metal interface. For cells
containing a free surface, surface tension pressure normal to the
free surface can be expressed as [41]

Ps= YK (20)

where vy is the surface tension coefficient and « is the free surface
curvature given by
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where n is a vector normal to the local free surface which equals
the gradient of the VOF function
n=VF (22)

The temperature-dependent Marangoni shear stress at the free
surface in a direction tangential to the local free surface is given
by [21]

V)|n|—(V-n)] 21

dydT

= 23
dT ds (23)

T™s
where s is a vector tangential to the local free surface.
The arc plasma shear stress is calculated at the free surface
from the velocities of arc plasma cells immediately adjacent the
metal cells

v
Tps = M~

s 24)

where w is the viscosity of arc plasma.

The arc pressure at the metal surface is obtained from the com-
putational result in the arc region. The surface forces are included
by adding source terms to the momentum equations according to
the CSF (continuum surface force) model [41,42]. Using F of the
VOF function as the characteristic function, the surface tension
pressure, Marangoni shear stress, arc plasma shear stress, and arc
pressure are all transformed to the localized body forces and
added to the momentum transport equations as source terms at the
boundary cells.

2.9 Boundary Conditions

2.9.1 External Boundary Conditions. The calculation domain,
as shown in Fig. 1, is ABCDEFGA. Only half of the entire physi-
cal domain is calculated due to the cylindrical symmetry along the
centerline AG. The corresponding external boundary conditions
for the entire domain are listed in Table 1. Symmetrical boundary
conditions are used along the centerline AG. The wire feed rate is
incorporated through a boundary condition on v along AB. The
imposed shielding gas flow is set through a boundary condition on
v along BC. For the inflow of gas from the nozzle, the radial
velocity component is omitted and the axial velocity component is
determined from the formula for pipe flow as shown in the fol-
lowing [43]:

In(r/R, R,
R;‘;—r%(Rﬁ—Rj)M In—
In(R,/R,,) v r
+V,
(Ry—R})’ "R,
RN U . ln —_—
In(R,/R,,)

R
where Q is the inflow rate of the shielding gas, R,, is the radius of
the electrode, R, is the internal radius of the shielding gas nozzle,
and V,, is the wire feed rate. A constant mass flow boundary
condition is used for the open boundaries CD and DE.

The temperature boundaries along AD, DE, and EG are deter-
mined by the ambient condition, which is set as room temperature
300 K. Uniform current density is specified along AB as
J,=—0 (ol dz)=(1/ wRi). The voltage, ¢, is set to zero at the
bottom of the workpiece FG.

v(r)=— (25)

4 4
R,-R, +
w

2.9.2 Internal Boundary Conditions. Within the computational
domain, the moving surface of the electrode, droplet, and weld
pool forms a moving inner boundary condition for the arc region.
VOF Egq. (19) is solved in the metal domain to track the moving
free surface with free boundary conditions set at the metal free
surface. Additional body force source terms are added to the mo-
mentum transport equations at the metal free surface to consider
the effects of surface tension, Maragoni shear stress, arc plasma
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Table 1

Boundary conditions on the outer boundaries

AB BC CD DE EF FG GA
dlpu) 0
u 0 0 0 B 0 0 0
d(pv) v
v v, Eq. (25) oz 0 0 0 0 o
aT
h T=300 K T=300 K T=300 K T=300 K T=300 K T=300 K 5 =0
a1 i I I b _,
- = _—= _—= _—= _—=
¢ dz  wR? 9z 9z ar =0 =0 ar

shear stress, and arc pressure. Additional source terms described
in Egs. (13) and (17) are added to the energy equation for the
special treatment of the anode sheath and the cathode sheath.

A fixed computational domain is used to solve the equations in
the arc region. The metal region is used as the inner boundary for
the arc region. As the velocity of the metal domain is much
smaller than the velocity of the arc plasma, the metal region
serves as an inner obstacle in the arc domain. The temperature at
the metal free surface is considered as the temperature boundary
for the arc domain. Additional source terms described in Egs. (16)
and (18) are added to the energy equation for the arc near the
anode and cathode.

3 Numerical Considerations

In the present study, the transport phenomena in the arc plasma
and the metal are calculated separately in the corresponding metal
domain and arc domain, and the two domains are coupled through
interfacial boundary conditions in each time step. The current dis-
tribution is greatly influenced by the temperature in the arc col-
umn and the shape of the metal domain, but it is only slightly
influenced by the temperature distribution in the metal domain as
the electrical conductivity of metal varies slightly with tempera-
ture. Therefore, the current continuity equation and its associated
boundary conditions are solved in the entire domain, while other
primary variables, including p, u, v, and T, are calculated sepa-
rately in the metal domain and the arc domain. The current con-
tinuity equation is iterated with the transport equations in the arc
domain to obtain the current density distribution for both the arc
domain and the metal domain. Iterations are required to assure
convergence of each domain and then the boundary conditions are
calculated from each domain for the coupling between the two
domains.

For the metal domain, the method developed by Torrey et al.
[40] was used to solve p, u, v, and T. This method is Eulerian and
allows for an arbitrary number of segments of free surface with
any reasonable shape. The basic procedure for advancing the so-
lution through one time step, Az, consists of three steps. First, at
the beginning of the time step, explicit approximations to the mo-
mentum equations (2) and (3) are used to find provisional values
of the new time velocities. Second, an iterative procedure is used
to solve for the advanced time pressure and velocity fields that
satisfy Eq. (1) to within a convergence criterion at the new time.
Third, the energy equation is solved.

For the arc plasma domain, a fully implicit formulation is used
for the time-dependent terms, and the combined convection/
diffusion coefficients are evaluated using an upwind scheme. The
SIMPLE algorithm [44] is applied to solve the momentum and
continuity equations to obtain the velocity field. At each time step,
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the current continuity equation is solved first, based on the up-
dated parameters. Current density and electromagnetic force are
then calculated for the momentum and energy equations. The mo-
mentum equations and the continuity equation are then solved in
the iteration process to obtain pressure and velocity. The energy
equation is solved to get the new temperature distribution. Next,
the temperature-dependent parameters are updated, and the pro-
gram goes back to the first step to calculate the current continuity
equation. This process is repeated for each time step until the
convergence criteria are satisfied.

The governing differential equations (Egs. (1)-(5) and Eq. (19))
and all related supplemental and boundary conditions are solved
through the following iterative scheme:

1. At =0, the electrode is set up at an initial position and
initial temperature distribution is given to the metal domain.
Based on the initial fixed metal domain and temperature
distribution, the initial distribution of temperature, velocity,
pressure, and current are obtained by solving the steady state
equations in the arc domain (this procedure is similar to the
steps from 5-7 for the steady state).

2. Surface tension, Marangoni shear stress, electromagnetic
force, plasma shear stress, and arc pressure are calculated,
and other associated boundary conditions are evaluated for
the metal domain.

3. Equations (1)—(4) are solved iteratively to obtain pressure,
velocity and temperature in the metal domain.

4. VOF Eq. (19) is solved to obtain the new free surface profile
for the metal domain. The physical properties of cells and
the boundary conditions within the computing domain are
updated.

5. The current continuity equation, Eq. (5), is solved in the
whole domain with updated parameters. Current density and
electromagnetic force are calculated.

6. Equations (1)—(3) and the associated boundary conditions
are solved iteratively to get the velocity and pressure distri-
butions of the arc plasma. When solving these equations, the
electrode, droplet and the workpiece are treated as fixed in-
ner obstacles.

7. Energy equation, Eq. (4), is solved in the arc domain to get
the new temperature distribution. Thermal physical proper-
ties of the arc plasma are updated. From here, the iteration
goes back to step 5 to repeat the process for new distribution
of current density, velocity pressure and temperature, until
convergence criteria are satisfied.

8. Advance to the next time step and back to step 2 until the
desired time is reached.
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Table 2 Thermophysical properties of mild steel and other
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Fig. 2 Temperature-dependant material properties of argon
and the volume radiation heat loss taken from [10]

A nonuniform grid point system is employed with finer grid
sizes near both the cathode and anode regions. The mesh sizes
near the anode and cathode center are set as 0.01 cm. Extensive
tests using different grid sizes and time step sizes have been con-
ducted to assure consistent results, and the final grid and time step
sizes used can be considered the compromised between computa-
tional time and numerical accuracy. The calculation domain is half
of the cylinder of 5.0 cm radius and 3.04 cm in length. Time step
size is set as 5X 1076 s,

4 Results and Discussion

The electrode is mild steel with a 0.16 cm diameter. The work-
piece is also a mild steel disk with a 3 cm diameter and a 0.5 cm
thickness. The shielding gas is argon and flows out of a 1.91 cm
gas nozzle at a rate of 24 1/min. The contact tube is set flush with
the bottom of the gas nozzle and is 2.54 cm above the workpiece.
The initial arc length is set as 0.8 cm. Five cases are studied in
this paper and the current for each case is set to a constant during
the calculation. Temperature-dependant material properties of ar-
gon and the volume radiation heat loss are taken from [10] and
drawn in Fig. 2. The thermophysical properties of the solid and
liquid mild steel are taken from [21], and are listed in Table 2 with
other parameters used in the computation.

Five current levels in the range of 200-280 A, with 20 A in-
creases, are chosen to study the effects of current on droplet for-
mation, detachment, and acceleration in the arc. Current is a very
important factor which influences the droplet formation time, size,
droplet impingement velocity onto the weld pool, and thus weld
pool size and penetration. Many researchers [10,21,30,31] have
investigated the weld pool dynamics by assuming the droplet size,
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parameters

Nomenclature Symbol Value (unit)
Constant in Eq. (14) A, 2.52
Specific heat of solid phase ¢, 700 (Jkg ' K1)
Specific heat of liquid phase o 780 (kg ' K™')
Thermal conductivity of solid phase k, 22 (Wm™'K™)
Thermal conductivity of liquid phase k 22 (Wm™'K™)
Density of solid phase P 7200 (kg m™3)
Density of liquid phase o 7200 (kg m™3)
Thermal expansion coefficient Br 495X 10>(K™)
Radiation emissivity e 04
Dynamic viscosity W 0.006 (kgm™'s7")
Latent heat of fusion H 247X 105 (Jkg™")
Latent heat of vaporization H,, 7.34x10° (Tkg™")
Solidus temperature T, 1750 (K)
Liquidus temperature T, 1800 (K)
Vaporization temperature T., 3080(K)
Ambient temperature T, 300 (K)
Surface tension coefficient % 1.2 (Nm™)
Surface tension temperature gradient dyl T 1074 (Nm™' K™
Electrical conductivity o, 7.7X10° (O 'm™)
Magnetic permeability o 1.26X10° (Hm™")
Work function b 4.3(V)
Argon ionization energy Vv, 15.76 (V)

the impingement frequency, and velocity because there is little
understanding of the metal transfer process. The direct and accu-
rate measurement of droplet velocity and acceleration is also dif-
ficult to conduct due to the complicated welding process of high
speed and high temperature arc plasma. A unified model which
simulates the heat transfer and fluid flow in both the droplet and
arc plasma and their interaction can provide insights into how the
current influences the metal transfer process. For each of the five
current levels, the temperature, velocity, arc pressure, and current
density distributions are obtained by solving Egs. (1)—(7), but only
a full set of data is drawn for the current level of 200 A in Figs.
3-8. The temperature and velocity distributions in the metal do-
main are shown in Figs. 3 and 4, respectively. The arc plasma
temperature, velocity, and pressure distributions are drawn in
Figs. 5-7 and current density distributions are drawn in Fig. 9
with the results for two other current levels.

The solid electrode tip is melted by the heat flux from the
surrounding high temperature arc and the melted metal forms a
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Fig. 3 Temperature distributions in the metal domain for /
=200 A
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Fig. 4 Velocity distributions in the metal domain for /=200 A

droplet at the electrode tip under the influence of surface tension.
The droplet is subjected to electromagnetic force, gravity, arc
pressure, plasma shear stress, and surface tension. Arc pressure at
the bottom of the droplet and surface tension are attaching forces
which sustain the droplet at the electrode tip. The gravity and
plasma shear stress are detaching forces which separate the drop-
let from the electrode tip. The radial component of the electro-
magnetic force has a pinch effect on the droplet and thus it is a
detaching force. In argon shielded gas metal arc welding, the axial
component of the electromagnetic force is also a detaching force
[45]. Arc plasma has been observed to cover the entire droplet for
current above 140 A [10]. From the arc coverage around the drop-
let, the current is hypothesized by researchers [5,10,45] to flow
outside from the entire droplet surface. The radially outward cur-
rent flow causes a downward detaching electromagnetic force in
the droplet. The model in this paper includes the heat effect of the
anode sheath and predicts a wider spread of the arc root at the
droplet surface than the previous models did [22,23,32]. As seen
in Fig. 5, the high temperature arc covers almost the entire droplet
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Fig. 5 Arc plasma temperature distributions for (a) /=200 A,
(b) I=240 A, (c) I=280 A
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t=170 ms

Fig. 6 Arc plasma velocity distributions for (a) /=200 A, (b) /
=240 A, (c) I=280 A

surface and the current flows outward. However, compared with
that of the radial component of the electromagnetic force, the
detaching effect of the axial component of the electromagnetic
force is small, as the current is almost parallel to the axis and only
flows slightly outward. At the balance of these attaching and de-
taching forces, the droplet grows bigger at the electrode tip with
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Fig. 7 Arc pressure distributions for (a) /=200 A, (b) /=240 A,
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complex flows formed inside the droplet as seen in the velocity
distributions of Fig. 4. When the droplet is growing bigger, the arc
pressure and surface tension becomes smaller. The droplet is de-
tached from the electrode tip when the sustaining forces are no
longer able to hold the increasing weight of the droplet. Assuming
a constant surface tension coefficient in this model, the surface
tension is only determined by the curvature of the droplet. There-
fore, among the forces the droplet is subjected to, the changes of
current will only affect the electromagnetic force, arc pressure,
and plasma shear stress.

A higher current induces a higher magnetic field and thus a
bigger electromagnetic force in both the metal and the arc. The
bigger electromagnetic force in the arc causes a stronger arc
plasma flow. As can be seen in Fig. 6, the velocity in the arc
plasma becomes bigger when current increases. From Fig. 7, it
can also be seen that a higher arc pressure field is formed at the
electrode tip for a higher current. The bigger arc plasma velocity
can also lead to a bigger plasma shear stress at the droplet surface.
As the arc plasma flow is mainly drawn to the bottom of the
droplet, the velocity at the arc plasma around the droplet is small.
Thus, the detaching effect of the plasma shear stress is not very
significant on the droplet, except at high current levels. The de-
taching electromagnetic force in the droplet increases faster than
the attaching arc pressure with current, thus, smaller droplets are
formed and detached from the electrode tip. As can be seen in
Figs. 5-7, the droplet size is smaller when the current increases
from 200 A to 280 A. The droplets at the moment of detachment
are also compared with the experimental results of Jones et al.
[4-6] in Fig. 8. It can be seen that the simulated droplet size and
arc distribution around the droplet are in fair agreement with the
experimental results. Only the first droplet is drawn in all the
figures. However, it still can be seen that the droplet formation
time is less for higher currents. As listed in Table 3, the droplet
frequency obtained from several droplet formation intervals in-
creases with higher currents. The temperature in the droplet is
high near the bottom surface surrounded by the arc and low at the
center where cool metal flows down from the droplet root. The
temperature of the droplet only increases slightly with the current,
which is mainly due to the metal evaporation effect considered in
the model.

After the droplet is detached, the temperature distribution in the
droplet becomes more uniform through the mixing of fluid flow
inside the droplet at the beginning of the separation. The detached
droplet is then heated by the surrounding high temperature arc.
The detached droplet is also subjected to the electromagnetic
force, gravity, arc pressure, plasma shear stress, and surface ten-
sion. At the balance of these forces, the droplet is accelerated to
the workpiece. These forces are also responsible for the shape
change of the droplet during the flight in the arc. The arc pressure
is higher at the top surface of the detached droplet than at its
bottom surface. The pressure difference does not cause the droplet
to be flattened, because of the effect of surface tension, which tries
to maintain a round droplet shape. The oscillation of droplet shape
from oblate to prolate is mainly the work of surface tension. How-
ever, the electromagnetic force also helps the droplet to resist

Table 3 Comparison of the droplet size, frequency, and acceleration at different current levels®

Current Wire feed rate Droplet radius Droplet frequency Droplet acceleration
(A) (cm/s) (mm) (Hz) (m/s?)

200 4.0 (3.8) 1.49 (1.47) 5.5 (5.0) 20.6 (21.0)
220 45 (4.3) 1.32 (1.34) 9.2 (8.8) 25.0 (22.4)
240 5.0 (4.8) 1.13 (1.17) 16.8 (13.8) 30.4 (24.5)
260 5.5 (5.3) 0.95 (0.97) 31.5 (23.8) 38.0 (43.8)
280 6.0 (5.8) 0.82 (0.81) 65.0 (59.0) 52.4 (55.8)

“The experimental results shown in the parentheses are from Jones et al. [6]. The experiment was a continuous constant current
welding for the 1.6 mm mild steel electrode shielded by Ar-2% O,. The shielding gas flow rate was 24 1/min and the inner
diameter of the nozzle was 19.1 mm. The contacted tube was mounted flush with the bottom of the gas nozzle and was 25.4 mm

above the workpiece.
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being flattened to oblate by the arc pressure. From the current
streamlines drawn in Figs. 9, it can be seen that current flows
around the detached droplet. Except at the place where the droplet
is close to the electrode tip, only a small amount of current flows
through the detached droplet. When the droplet moves farther
away from the electrode tip, less current flows through it and the
electromagnetic force in the droplet also becomes smaller. As it is
seen in Figs. 5-7, the detached droplets have a more flattened
shape near the workpiece than when they are near the electrode
tip. At higher currents of 260 A and 280 A, the higher electro-
magnetic pinch force even elongates the detached droplets when
they are near the electrode tip.

The arc pressure difference between the top and bottom sur-
faces of the detached droplet propels the droplet down to the
workpiece. The effect of the plasma shear stress is also remark-
able in bringing down the detached droplet. From the plasma ve-
locity distributions in Fig. 6, it can be seen that the plasma flow
around the detached droplet is significant. At higher currents, the
plasma flow around the droplet is stronger and the arc pressure
difference between the top and bottom surfaces of the droplet is
greater. Therefore, a stronger acceleration of the detached droplet
is found with a higher current. As shown in Figs. 5-7, the de-
tached droplet at higher current level takes less time to reach the
workpiece.

The acceleration of the droplet is found to be near constant by
Jones et al. [6] and assumed to be constant by many authors in
their calculations [10,21,30,31]. Jones et al. [6] have taken video
images of droplets from the moment they were detached to the
time they contacted the workpiece. Taken from the video images,
the center positions of the droplets were then drawn with time as
the flight trajectories. It was found that the flight trajectories could
be fitted with quadratic curves within error limits. The first deriva-
tives of these fitted curves were taken as the droplet velocities and
the second derivatives were taken as the droplet accelerations. The
droplet center positions from the computational results are com-
pared with the fitted curves of the flight trajectories of Jones et al.
[6] at each current level in Fig. 10(a). The solid lines are the fitted
curves of the droplet trajectories from Jones et al. [6] and the
symbols are the center positions of droplets from the computation.
As can be seen, the calculated droplet center positions match the
fitted curve well, except at some points near the electrode tip. The
computational results show the droplets have a bigger acceleration
at the early stage of the flight when they are near the electrode tip.
While this bigger acceleration could not be shown in the fitted
curve, as a constant acceleration was assumed, it was shown in the
original flight trajectories made from the video images [6]. The
bigger acceleration can also be explained by the computational
results. From Figs. 6 and 7, it can be seen that the plasma flow
between the electrode tip and the droplet is stronger and the arc
pressure at the top surface of the droplet is higher when the dis-
tances between them are shorter. From the axial velocity distribu-
tions at the droplet center, which is drawn in Fig. 10(b) with only
symbols, the trend of higher acceleration at the early stage is more
obvious. The droplet velocities calculated by taking the first de-
rivatives from both the fitted curves of the experimental and com-
putational trajectories are drawn in Fig. 10(b). The droplet veloci-
ties calculated from the experimental trajectories are drawn with a
solid line for each current level. The droplet velocities calculated
from the computational trajectories are drawn with a dotted line
and the symbol for each current level. The droplet velocities cal-
culated from the trajectories match well for each current level.
However, the velocities at the droplet center from the computa-
tional results do not fit well with them, especially at higher current
levels. This is because the acceleration of the droplet is higher at
the early stage. The droplet size, frequency and acceleration at
different current levels are summarized in Table 3 with the corre-
sponding experimental results.

Shielding gas flow rate is very important for the gas metal arc
welding process. The flow rate should be high enough for the
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Fig. 10 Computational droplet positions and axial velocities
compared with the experimental results at different currents.
(a) Droplet flight trajectories; (b) axial droplet velocities.

shielding gas to protect the weld pool, but it can not be so high
that it will disturb the weld pool. A constant shielding gas flow
rate is used in the computations for all the current levels. The
effect of the current changes on the requirement of shielding gas
flow rate is demonstrated in Fig. 6. The streamlines in all the
figures start from the same point at the entrance of the shielding
gas. As can be seen clearly, the streamlines are drawn more to-
ward the center when the current increases. A higher shielding gas
flow rate is required to protect the weld pool for a higher current,
which is supported by the Welding Handbook [2]. However, the
shielding gas can still cover the weld pool for all the current levels
as the current range is not very wide in this computation.

5 Conclusions

A unified model has been used to study the droplet formation,
detachment, and transfer in the arc during a gas metal arc welding
process. Five current levels in the range of the globular transfer
mode have been used to study the current effect on the droplet
size, temperature, and acceleration. Smaller droplet size, and thus
higher frequency, was found for higher currents. The temperature
of the droplet at higher currents was found to be only slightly
higher than at lower currents. The detached droplet was further
heated by the high temperature arc during the flight in the arc. The
shape of the detached droplet changes in the arc at the balance of
electromagnetic force, arc pressure, plasma shear stress, and sur-
face tension. More flattened droplets were found near the work-
piece than near the electrode tip, due to the smaller electromag-
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netic force further away from the electrode tip. The acceleration of
the detached droplets was higher at the early stage of the flight
and was near constant at the later stage. Higher acceleration was
found for higher currents. The higher plasma flow driven by the
electromagnetic force at higher current also showed that higher
shielding flow rates were required to cover the weld pool at higher
currents. The calculated results were compared with the experi-
mental results and agreement was found.
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Nomenclature

S
Il

<

constant, defined in Eq. (14)
= self-induced azimuthal magnetic field
specific heat
= coefficient, defined in Eq. (11)
permeability coefficient, defined in Eq. (10)
= dendrite arm spacing
= electronic charge
= volume of fluid function
mass fraction
= volume fraction or gravitational acceleration
= enthalpy
convective heat-transfer coefficient between the
base metal and its surroundings

H = latent heat of fusion
H,, = latent heat of vaporization

I = welding current

J, = electron current density

J; = ion current density

J, = radial current density

Jr = current density due to electron emission
J. = axial current density

k = thermal conductivity

K = permeability, defined in Eq. (10)

k;, = Stefan-Boltzmann constant
ket = effective thermal conductivity at arc-metal

QGE
Il

o
Il

S0~ M &
Il

=
S
Il

interface
m, = electron mass
m; = ion mass

n = vector normal to the local free surface

n,, = electron number density at the sheath edge
p = pressure

P, = atmospheric pressure

surface tension pressure

shielding gas flow rate

g., = evaporation mass rate of metal vapor

r-z = cylindrical coordinate system

R = gas constant

R, = internal radius of the shielding gas nozzle

R, = radius of the electrode

s = vector tangential to the local free surface
S, = anode sheath energy heat flux for the metal
Sqp = anode sheath energy heat flux for the arc
plasma
S. = cathode sheath energy heat flux for the metal
S, = cathode sheath energy heat flux for the arc
plasma
Sz = radiation heat loss
t = time

T = temperature
Ty = arc plasma temperature close to the anode and

cathode
T,,T. = anode, cathode surface temperature
T, = electron temperature at the sheath edge
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T, = liquidus temperature

T, = solidus temperature
T, = ambient temperature
u = velocity in the r direction
v = velocity in the z direction
V = velocity vector
vp = Bohm velocity
V; = ionization energy of plasma
V, = anode sheath voltage drop
V, = relative velocity vector (V,—V,)
V., = wire feed rate

Greek Symbol
Br = thermal expansion coefficient
v = surface tension coefficient
dy/dT = surface tension temperature gradient
& = surface radiation emissivity
k = free surface curvature
M, = dynamic viscosity
Mo = magnetic permeability
¢ = electric potential

¢,, = work function of the anode material
o, = electrical conductivity

p = density

Tys = plasma shear stress

Tvs — Marangoni shear stress
& = mesh size near the anode or cathode sheath
surface
Ar = time interval

Subscripts
0 = initial value
| = liquid phase
r = relative to solid phase velocity
s = solid phase
w = wire
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Utilizing Novel Ultrasound
Technique

A method based on a novel ultrasound technique and inverse heat transfer analysis was
developed to study the transient thermal contact resistance (TCR) at the early stage of a
rapid contact solidification process. This promising technique is nonintrusive and, there-
fore, provides no distortion to the contact surface as well as the heat transfer process.
The effects of impact velocity and initial molten metal temperature on TCR were inves-

tigated in detail. An empirical equation that correlates the variable TCR with the initial
and interfacial conditions was introduced utilizing the experimental data.
[DOL: 10.1115/1.27248438]
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resistance

Introduction

The interfacial heat transfer between the melt and the substrate
is a critical issue for many industrial applications based on molten
droplet impact, such as thermal spray coating, splat quenching [1],
solder jet printing [2], high precision net-form manufacturing [3],
and shape deposition manufacturing (SDM) with microcasting [4].
During a melt spread over a solid surface, a perfect thermal con-
tact between the solidifying metal and the solid substrate can
hardly be achieved because of the roughness of the solid surface,
the surface tension of the melt, the impurities on the surfaces and
the gas entrapment. This imperfection leads to TCR that reduces
the heat transfer rate. Numerical simulations [5—14] demonstrated
that TCR plays an important role in these molten droplet impact
processes. It has been found that TCR varies with the impact
conditions. It is no longer kept constant during the impact and
solidification processes [15,16]. Therefore, the numerical simula-
tions using a constant value of thermal contact resistance, how-
ever, sacrifice the prediction power because an appropriate value
of it has to be assumed with a posteriori calibration for different
initial conditions. A correlation of variable thermal contact con-
ductance was introduced into the numerical simulation of a mol-
ten alloy158 droplet impacting onto a copper substrate [15,16].
Therefore, the prerequisite for assuming and estimating an appro-
priate constant TCR can be removed.

The knowledge on the formation of TCR between a solidifying
molten metal and a substrate is still very limited due to lack of
experimental data. Most of work was focused on the systems with
large dimensions such as in conventional metal mold casting, die
casting, and continuous casting [17,18].

Recently, much attention was paid on the early stage of rapid
solidification when an intimate contact exists. One technique to
estimate TCR in molten droplet impact is matching the measured
temperatures at the substrate interface [1,19] or at the top surface
of the splat [20-23] with those from 1D numerical models. This
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method, however, can hardly be used to determine the variation of
TCR which, in fact, varies with time and space. Measurement
techniques that can be used to track the variation of TCR in situ
are needed. The dynamic behavior of TCR was also investigated
by solving an inverse heat transfer problem [24,25]. The transient
variation of TCR when a molten droplet impacting onto a sub-
strate was estimated through comparing the measured temperature
by the semi-intrinsic thermocouples buried inside the substrate
and the calculated temperature from a 1D heat conduction model
[24,25]. However, no model or empirical correlation equation of
variable TCR was achieved. Furthermore, due to the low response
speed of the thermocouples and the large heat capacity of the
metal substrate, it is difficult to estimate the variable TCR under a
rapid contact condition. To improve the response speed of the
measurement system, instead of measuring the temperature inside
the substrate, the substrate interface temperature measured by a
microfabricated semi-intrinsic thermocouple integrated on the
substrate surface was used to estimate the transient TCR during
the rapid contact solidification of molten alloy158 contacting with
copper substrate [26]. The advantage of this method is that it
avoids the complexity in using the inverse heat transfer technique
and also improves the response speed of the measurement system.
An empirical correlation of variable TCR with interfacial heat flux
was also developed [15]. Unfortunately, the correlation did not
reveal the effects of initial impact velocity and interfacial condi-
tions on thermal contact resistance. Furthermore, the microfabri-
cated semi-intrinsic thermocouple integrated on the substrate sur-
face may change the surface properties, such as the surface
wetting and roughness, of the substrate, which limits its applica-
tion to other substrate materials.

In this study, a one-dimensional rapid contact solidification ex-
periment is performed by impacting a substrate onto a thin layer
of molten metal, where the local contact heat transfer and solidi-
fication in molten droplet impact process is simulated. The effect
of existence of the lateral flow on TCR during molten droplet
impact is assumed to be negligible with current experiments. This
assumption is reasonable because in most of the molten droplet
impact processes, the droplet impact velocity is small (~1 m/s)
and the viscosity of the molten metal is high. As a result, the
lateral velocity of the molten metal adjacent to the contact inter-
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Fig. 1 The schematic diagram of a one-dimensional solidifica-
tion problem
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face is small. The variable TCR is estimated by solving an inverse
heat transfer problem utilizing a novel ultrasound technique.

Inverse Heat Transfer Problem Using Ultrasound

Considering a one-dimensional contact solidification problem
as shown in Fig. 1, given the geometric size of the materials and
the initial temperatures of the molten metal and the substrate, the
only unknown condition for solving this heat transfer problem is
TCR at the contact interface. To determine the thermal contact
resistance, the inverse heat transfer method is calculated which is
based on the measurements of the delay time of ultrasound echoes
from the contact interface. Because the speed of sound in a mate-
rial is a function of temperature, the delay time measured will
carry the temperature information along the ultrasound path which
can be used to determine the variation of thermal contact resis-
tance. Normally, the relationship between the speed of sound and
the temperature can be expressed linearly as

c(T)=co+yT (1)

where ¢ is the speed of sound at 0°C (m/s); vy is the temperature
coefficient (m/s/°C), and T is the material temperature (°C). As
for the present problem, on the one hand, the substrate is heated
up continuously after contact with the molten metal, correspond-
ingly, the measured time delay of ultrasonic echoes from the con-
tact interface increases continuously. The change of the measured
time delay of the echo (UM) after contact can be derived by sub-
tracting the initial time delay of the last echo before contact from
the time delay of the echo after contact. On the other hand, sup-
posing the variation of TCR with time is known, the temperature
distribution inside the substrate can be computed by solving the
heat transfer problem. The computed time delay change (UC) of
the echo can then be calculated as

“dg 2a
ves= Zfo c(T(2)) (T, @

where, 7(z) is the temperature along the sound path, T}, is the
initial substrate temperature, and a is the thickness of the sub-
strate. If the variation of TCR is properly estimated by using the
iteration method, the difference between UC and UM can be mini-
mized. Therefore, by comparing UM with UC, the variable TCR
can be estimated using the inverse heat transfer method.

Compared with traditional inverse methods using the thermo-
couple to measure temperature, the present ultrasonic method has
some advantages. First, it does not affect the heat transfer process
inside the substrate, because no thermocouple is buried inside the
substrate. Therefore, this method is workable for thin layer molten
liquid and substrate impact processes. Secondly, the time delay of
the ultrasonic echo actually reflects the integration of the tempera-
ture field along the sound path, revealing the temperature change
at any location of the substrate, therefore the well-known problem
of the lagged temperature response in the interior point of the
substrate with respect to the heat flux excitation at the contact
interface does not exist.

Figure 2 shows the schematic diagram of the heat transfer prob-
lem. Because the molten metal undergoes phase change after con-
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Fig. 2 The geometry, initial, and boundary conditions of the
heat transfer problem

tact with the substrate, in the following text, the molten metal is
also called the phase change material (PCM). The consideration of
TCR is realized by inserting a thin massless contact interface layer
with a tunable thermal conductivity [27]. Since TCR is often
quantified by the interfacial heat transfer coefficient, &,, which is
the reciprocal of the thermal contact resistance, in the following
text, the two terms are both used for convenience. The effective
thermal conductivity of the interfacial layer, k», is related to 4., by

ky(7) = (b —a)h,,(7) 3)

where b-a is the thickness of the interface layer as shown in Fig.
2. Therefore, there are three physical domains: the substrate (1),
the contact interface layer (2), and the phase change material
(PCM) (3). Using enthalpy formulation, the numerical computa-
tion can be conducted in one computational domain. The math-
ematical formulation is given by

0hj J aT;
— = —| 4
Pi ar  dz\ ’ 9z “

where the subscript j=1, 2, 3 stands for substrate (1), interface
(2), and PCM (3), respectively. In order to close the formulation,
the enthalpy £ is related to the temperature 7" via

~ {c,,’x(T— T,) T<T, )

5
Cp,l(T_ Tm) + hsl T= Tm ( )

where the subscripts s and / stand for solid and liquid phases,
respectively, and &g, is the latent heat of fusion. The substrate and
the PCM are initially at the uniform temperature of T 5 and T,
respectively. The thermal conductivities and capacities of the solid
and the liquid are assumed to be different, while their densities are
considered to be the same. The bottom surface of the PCM is
assumed to be adiabatic with the consideration of good thermal
insulation of the container material. The substrate is supposed to
be thick enough to guarantee the validity of the semi-infinite
boundary condition within the short time duration of experiments
(several seconds). Therefore, the initial and boundary conditions
of the heat transfer problem are given by

T=T1’0 0<ZS(I’T=O
T=T;y b<z=c71=0 (6)
T=T1’0 Z=O 7>0
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The Levenberg-Marquardt method for parameter estimation is
adopted for solving the present inverse heat transfer problem. For
the inverse problem, A..(7) is regarded as unknown. The change
of the time delay of the echoes from the contact interface, UM(7),
measured at time 7;, i=1,2,...,/, is considered available for
analysis. h.,(7) is assumed to consist of a series of basic function,

@i(7), as

=0

=c

M

hen)= 2 Pigl(7) (1)
i=1

Following the previous research [24], the B-spline function with

the order k=4 is adopted as the basic function. The detailed char-

acteristics of the B-spline function can be found in Ref. [28]. The

inverse problem is then reduced to minimize the residual function

S(P), which is defined as

S(P)=[UM - UC]'[UM - UC] (8)

where UC is the calculated time delay change of the echoes from
the contact interface defined by Eq. (2) at time, 7;, i=1,2,...,],
and P is the parameter vector to be determined. The algorithm of
solving this inverse heat transfer problem can be found in Ref.
[29].

Experimental Setup and Procedure

The materials of both the substrate and the molten metal are
alloy158, a eutectic alloy with a melting point of 70°C. Figure 3
shows the schematic diagram of the one-dimensional contact so-
lidification setup, which includes a cylindrical container, a sub-
strate supporting plate, a translation system, and a platform. The
container is made of Teflon® (FEP) with an inner diameter of
25 mm. Because of its low thermal conductivity (0.25 W/m/°C),
Teflon is considered as an ideal thermal insulator. The translation
system consisting of four stainless steel rods and four linear
bushes is to realize a sudden falling impact of the substrate with
the molten metal once the dowel released. The impact velocity can
be regulated by changing the falling height. Figure 4 shows the
block diagram of the measurement system. In this experiment,
Panametrics V110-RM fingertip contact PZT transducer with a
nominal frequency of 5 MHz is selected to transmit and receive
ultrasonic signals, taking both the measurement resolution and the
energy attenuation issues into account. The contact surface of the
substrate is polished with abrasive papers (USA320) using polish-
ing machines. The solid alloy158 is melted in an oven before
pouring it into the Teflon container. The temperature measured
just before the contact of the substrate with molten metal is con-
sidered as the initial temperature of the molten metal. As shown in
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Fig. 4 The block diagram of the measurement system

Fig. 3, when the substrate contacts with the molten metal, a volt-
age will be fed to the trigger circuit that immediately starts the
trigger circuit to produce transistor-transistor logic (TTL) signals,
which are connected to the external trigger input ports of Hewlett
33120A and Lecroy 9350TM. Once Hewlett 33120A receives the
external trigger, it emits an excitation pulse to the PZT transducer.
The reflected echo signal from the contact interface is received by
the same PZT transducer and transferred to an electrical signal.
The signal is filtered and amplified by PR5900 and then converted
to a digital signal saved in the memory of 9350TM. The excitation
pulse is also acquired by Lecroy 9350TM at the same time using
another input channel. After a while (pulse repetition interval,
which is determined by the TTL circuit), another pulse is emitted
and the measurement is repeated. The measurement stops auto-
matically when the set record number is reached. The length of
the sampling window and the sampling trigger delay are deter-
mined according to the testing experiment to guarantee both the
echo signal and excitation pulse are included in the window. The
typical measurement setup for the present experiment is: (1) 16
cycles burst sine wave (5 MHz, 3.2 us duration) for Hewlett
33120A; (2) 250 MS/s sampling rate, 20 us signal window
length and 199 record segments for Lecroy 9350TM; (3) the pulse
repetition interval of 13 ms for TTL circuit. The initial molten
metal temperature and the substrate temperature were measured
by thermocouples with an uncertainty of 0.1°C.

Ultrasonic Signal Processing

The signal processing is to get the time delay change of each
echo, UM. Figure 5 shows a sample of the recorded signals. Fig-
ure 5(a) is the ultrasonic signal from PR5900, including the exci-
tation pulse and the echo signal from the contact interface. The
excitation pulse is clipped, since PR5900 has a limit on the maxi-
mum output voltage. Figure 5(b) is the excitation pulse directly

£

T T T T T T T T T

clipped excitation pulse from 5900P/R

)

ted to conduct i h
ultrasonic echo signal from the contact interface
s : 1 h h

2 4 6 8 10 12 14 16 18 2C

(a)

Ji

amplitude(arbitary unit)
=)

time(us)
"‘§ 4 T T T T T T T T T
2 2k excitation pulse from function generator
3
50
'§ -2t abstrated to conduct cross-comelation 1
sle U e
& 2 4 6 8 10 12 14 16 18 20

time(us)

Fig. 5 Typical recorded signals
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Fig. 6 Abstracted signals to do cross-correlation

from Hewlett 33120A. Because the excitation pulse in Fig. 5(b)
and the echo signal in Fig. 5(a) are strictly synchronized, they can
be used to calculate time delay of the echo. To measure the time
delay change of the echo, UM, the resolution of UM is important
for the inverse heat transfer problem. Therefore, a high resolution
cross-correlation method based on the five point fitting method for
FFT [30] was adopted to calculate the phase difference between
the excitation wave and the echo signal. In order to reduce the
error induced by the signal damping at the edge, the central seg-
ment of the signal as shown in Figs. 6(a) and 6(b) are abstracted
to conduct the cross-correlation. By subtracting the initial phase
difference before the contacting of the substrate with the molten
metal, the phase difference change as a function of echo sequence
number can be obtained, as shown in Fig. 7. Because the ultra-
sonic pulse repetition rate and the ultrasonic frequency are both
known (13 ms and 5 MHz for the present experiments), from Fig.
7, the ultrasonic time delay change (UM) of the echo as a function
of time can be derived as shown in Fig. 8. Validation experiments
were conducted by repeating the measurement of the echo from
the back wall of the substrate before contacting with the molten
metal for 1000 times. It was found that for the current measure-
ment setup (5 MHz ultrasonic wave, 250 MS/s sampling rate,
512 points FFT), the signal noise ratio (SNR) of the back wall
echo is about 25 dB and the standard deviation of the phase dif-
ference is about 0.06 deg, corresponding to the time resolution of
0.033 ns.

phase difference (degree)
)
Q

L

M

(=]
T
)

-140 L

100 150
Measurement No.

200

Fig. 7 Typical phase difference change as a function of mea-
surement number
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Results and Discussions

The acoustic properties of solid alloy158 are indispensable to
calculate the ultrasonic time delay. According to the characteriza-
tion experiments, c;=2400 m/s and y=1.95 m/s/K, respectively,
which are very close to those of Wood’s metal [31]. This is rea-
sonable because the components of alloyl58 and Wood’s metal
are very similar (alloy158: 50% Bi, 26.7% Pb, 13.3% Sn, 10%
Cd; Wood’s metal: 50% Bi, 25% Pb,12.5% Sn, 12.5 Cd). The
material properties of alloy158 summarized by Wang and Qiu [26]
were used in the mathematical computation (see Table 1).

General Experimental Results

Figure 9 shows the variation of interfacial heat transfer coeffi-
cient h,, with time for experiment 1. The experimental conditions
are: the initial PCM temperature, 7; o=135°C, the initial substrate
temperature, T (=21°C; the thickness of PCM, L;=3.0 mm, the
thickness of substrate, L;=12.0 mm, and the impact height, H
=12.0 mm. It clearly indicates that h.. at first decreases very
quickly and the decreasing rate then slows down. Figure 10 shows
the variation of ultrasonic time delay change with time from both

Table 1 The thermophysical properties of alloy158

Property Units Solid Liquid

p kg/m? 9400 9400

c, klJ/kg/K 0.167 0.167

k W/m/K 19.0 5.499

L kl/kg 32.6

T, °C 70.0 .

v m?/s - 0.331x107°
25000 T T
200004 Td,0=13500; TS,O=21OC; H=12.0mm |

Ls=12.0mm; Ld=3.0mm

15000 4

10000+

2
h (W/m’K)

5000+

0.0
time(s)

Fig. 9 The variation of h,, with time for experiment 1
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Fig. 10 The variation of UTDC with time for experiment 1

the experimental measurement and the numerical computation uti-
lizing variable and constant thermal contact resistances h,,., re-
spectively. It shows that a constant 4., cannot lead to the com-
puted result agreeing with the experiment. Figure 11 shows the
calculated interface temperatures of the PCM and the substrate as
well as the measured and the calculated temperature at the bottom
of PCM as a function of time. It indicates that the numerically
estimated temperature agrees very well with the measured tem-
perature. Since the PCM interface temperature is always above the
melting point (70°C) in this experiment during the period of
analysis, the contact type is liquid/solid contact. It has been re-
ported that there is a peak in the variation of /., with time during
the solidification of molten metal on a substrate [18,26,32] and the
time to achieve the peak varies from less than 1 s to more than
30 s according to the experimental conditions. The plausible ex-
planation was that the wetting ability of substrate increases with
the increase of substrate temperature due to the heating by PCM,
causing a better contact between the PCM and the solid substrate.
No such peak, however, is observed in the present experiment (see
Fig. 9). Nevertheless, it does not mean that the present experimen-
tal result is contradictory to the previous research. The reason is
that the experimental conditions are different. In the previous ex-
periments [18,26,32], the materials of substrate and PCM are not
the same, the superheats of PCM are relatively small, and the
thicknesses of PCM are large (more than 15 mm). In this kind of
experimental condition, the drop of the PCM temperature is small
at the early stage of contact, but the substrate interface tempera-
ture increases very quickly, causing the increase of 4,,. It however
should be noted that while the increase of substrate temperature

180 —— PCM ihterface temperature
1604 —s— substrate interface temperature
—e— measured PCM bottom temperature
_ 140 —¥— calculated PCM bottom temperature p
O 4
e_ 1204
0]
5 1004
®
g 804 1
£ 60 E
2w : .
7 T4=135°C; T, ;=21°C; H=12.0mm ]
204 L =12.0mm; L,=3.0mm J
L] T
0.0 0.5 1.0 1.5
time(s)
Fig. 11 The variation of temperatures with time for experiment
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Fig. 12 The variation of h., with time for experiment 2

improves the wetting ability of substrate, the decrease of PCM
temperature increases the surface tension of the PCM, resulting in
the deterioration of the wetting at the contact interface. Under the
present experimental conditions, the superheat is high (7,
=135°C, T,,=70°C) and the thickness of PCM is only about
3 mm. As a result, as we can see from Fig. 11, the PCM tempera-
ture at the contact interface drops dramatically at the first stage of
contact within 0.1 s, causing the increase of the surface tension.
Although the increase of the substrate temperature to some degree
can compensate for the deterioration of the wetting condition, the
combination effect is negative for wetting. Therefore, there is a
dramatic drop of /.., at the first stage of contact. During the period
from r=0.1 s to r=0.5 s, the PCM interface temperature continues
to decrease and the substrate interface temperature continues to
increase. Because the temperature change rate is much smaller
within this period, although £, is still decreasing, the decreasing
rate is much smaller compared to the first period (see Fig. 9).
After t=0.5 s, the interfacial heat flux is not enough to sustain the
substrate interface temperature, and the substrate interface tem-
perature starts to decrease. As a result, the decreasing rate of &,
becomes larger again. With the decrease of the interfacial heat flux
g, the PCM interface temperature starts to increase due to the
accumulation of the heat transferred from the PCM, and the de-
creasing rate of &, slows down again. From the above analysis,
we can see the variation of 4., is always corresponding to the
variation of interfacial temperatures. It should also be noted that,
theoretically, there must be a period, during which, 4., increases
from zero to a certain value, because the contact area before con-
tact is zero and the TCR is considered to be infinite. The time
scale of this period however is extremely small and no experiment
until now has the ability to resolve it. Therefore, this period is
neglected and it is assumed that it takes no time to establish the
initial contact of substrate and PCM.

The conditions of experiment 2 are: 7,;,=105°C, T;(,=21°C;
L,;=3.25 mm; L;=12.0 mm, and H=18.0 mm. Figures 12 and 13
shows £, and the temperatures as a function of time, respectively.
The variation curve of 4., for experiment 2 is basically similar to
experiment 1. Comparing experiment 1 with experiment 2, it is
found that /., of experiment 2 reaches a low value in a shorter
time than that in experiment 1. This is because the PCM interface
temperature drops more quickly (comparing Fig. 11 and Fig. 13)
for experiment 2 due to the lower T, . The larger impact height
causing the better initial contact between PCM and substrate is
also a reason for the quicker PCM interface temperature drop for
experiment 2. From Fig. 12, it can be seen that there is a plenum
(very small slope) during the period of from about r=0.3 s to ¢
=0.75 s, corresponding to the PCM interfacial temperature close
to melting point (see Fig. 13). That means at that time, the phase
change is happening at the contact interface. It should also be
pointed out that at the later stage of experiment 2 (from about ¢
=0.75 s to t=1.5 s), the contact type becomes solid/solid contact
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Fig. 13 The variation of temperatures with time for experiment
2

because the PCM interface temperature is lower than its melting
point. During this period, a relatively stable contact forms, result-
ing in a very slow decrease of 4., with the decrease of the PCM
interface temperature.

The Effect of Initial PCM Temperature and Impact
Height on &,

The effect of PCM temperature on /., was studied by changing
T, while keeping other parameters constant. Figure 14 shows the
experimental results for H=18 mm, L;=12 mm, L,=3.0 mm,
T;0=21°C and T,;,=105°C, 110°C, and 125°C, respectively. It
indicates that with the increase of T, , h,, increases. This is be-
cause the larger the initial PCM temperature, the larger the inter-
face temperatures. As explained previously, it increases the wet-
ting ability of the substrate, resulting in a smaller TCR (a larger
h..). The smaller surface tension of PCM in the case of higher
T,, causing a better initial contact during the impact process, is
another reason.

The effect of impact height on /., was studied by changing H
while keeping other parameters constant. Figure 15 shows the
experimental results for L;=12 mm, L;=3.0 mm, T;,=21°C,
T;0=115°C and H=18 mm, 24 mm, and 30 mm, respectively. It
indicates that with the increase of H, the interfacial heat transfer
coefficient increases. However, this effect becomes less obvious
with the increase of H, as we can see that the difference between
h., in the case of H=24 mm and H=30 mm is smaller than that
between H=18 mm and H=24 mm. The increase of h.with im-
pact height can be attributed to the better initial contact under a
higher impact velocity.

250004 4
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20000 s .
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< —— Ty = 125°
< 15000 Tqo=125°C ]
£
S
< 10000
3]
K
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time (s)

Fig. 14 The effect of initial PCM temperature on h,,
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Fig. 15 The effect of impact height on h,

Empirical Correlation of Variable Thermal Contact
Resistance

The experimental data of variable /., with time cannot be used
in the mathematical computation, because different initial condi-
tions such as impact velocity and initial PCM temperature cause
the different variation profiles of /., with time. Experiments of
rapid contact solidification were performed under the conditions
of different impact heights and initial PCM temperatures. The
purpose was to build an empirical correlation equation, in which
h,., is related to initial and interfacial conditions. To analyze the
experimental data, we first define a dimensionless interfacial heat
transfer coefficient

C”, — a'“cr (9)

In Eq. (9), k.=2ksk,/ (ks+ky) is the effective interface thermal
conductivity, where k; and k, are the thermal conductivities of the
substrate and the PCM, respectively. R, is a reference thickness of
the interface layer, which can be the average roughness and oxi-
dation layer of the substrate surface. In this study, we assume
R,=10 pm. Then, we define a dimensionless heat flux,

R, g
Co=——— 10
! ATmax kL' ( )
where ATy, =T,,— T and heat flux g,
q= hcr(Td,i - Ts‘i) (1 1)

In Eq. (11), T;; and T; denote the interface temperatures of the
PCM and the substrate, respectively. According to the detailed
analysis of experimental data, by defining an additional dimen-
sionless number,

G

" To=Ti \\( Tao
1—exp| ——— —
1,+273) )\ 1,

the relation of dimensionless TCR C, (the reciprocal of C.,) with
C,, for different T, (regardless of L,) can be fitted as

a2 a4
1+ ( )
Cp,t+a3

al

C (12)

C.= (13)
for the fixed impact height. For example, Figs. 16(a) and 16(b)
show the experimental data and the fitting curves for the cases of
H=18 mm and H=6 mm, respectively. We can see that the fitting
curves fit the experimental data very well. The values of al, a2,
a3, and a4 are found to be related to impact height, as summarized
in Table 2. In order to convert H to impact velocity, the charac-
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Fig. 16 The variation of C, with C,

terization experiment of the acceleration of the impact system was
conducted by recording the falling process of the substrate using a
high speed CCD camera (Redlake 100k) with 5000 frames/s. The
acceleration of impact system is determined to be 8.94 m/s?, a
little lower than gravity acceleration due to the friction between
linear bush and slide bar (see Fig. 3). According to the value of
acceleration, impact velocity (V.) can be calculated from impact
height with an uncertainty of +1%. The variations of al, a2, a3,
and a4 with impact velocity are also graphed in Fig. 17. As shown
in Fig. 17, when V, is large, the variation of al, a2, a3, and a4
become very small. That means the effect of V.. on the TCR be-
come less important. This is reasonable because when impact ve-
locity is very large, the initial contact of PCM and substrate being
already good, it is difficult to further improve the contact by fur-
ther increasing impact velocity. It is found that al and a2 can be
fitted using sigmodial function and a3 and a4 can be fitted using
first order exponential decay function as

0.304 - 0.357

(VC—O.527>
l+exp| ———

al =0.357 +

0.0372

Table 2 The values of a1, a2, a3, and a4

H (mm) V. (m/s) al a2 a3 a4
6 0.328 0.03125 0.0110 0.00745 1.80
12 0.464 0.08333 0.2811 0.0012 1.10
14 0.502 0.13698 0.5727 0.00013 1.03
18 0.568 027777 13501  _pooo62  0.98
24 0.657 034482 18317  _0o00115  0.95
30 0.734 035714  1.8660  _gooi12  0.945
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Fig. 17 al, a2, a3, and a4 as a function of impact velocity
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-V
a3 =0.00146 + 0.198 exp(—c)
0.106

(14)

a4 =0.940 + 54.29 exp( —< )
0.0792

To further discuss the meaning of Eq. (13), we transfer it back to
dimensional form by combining Eqgs. (10)—(13) and substituting
al, a2, a3, a4 with the functions of V.. as illustrated in Eq. (14). It
is found that the interfacial heat transfer coefficient is actually
determined by an implicit function,

4

)

A = f(hcr7 Td,O’ TS,O’ Td,[? Ts,i’ Vc) ( 15)

h,, =
a2 Tm - Ts,i Td,()
k| — ]| 1 —exp| — —
R, 1,+273) )\ T,
1+
hz'r(Td,i - T.s',i) a3 Tm - T.\',i Td,O
— k| = [ 1—expl — ) || =
(Tm - T.\‘,()) Ru Tm +273 Tm
k.al'
Tm - Ts,[ Td,()
ka2'| 1 —exp| — —
T,+273) )\ T,
1+
hcr(T(l,i - Ts,i) Tm - Tsﬁi Td,()
—+ka3'| l —exp| —
(T,,—Tp) T, +273 T,

where al’=al/R,, a2'=a2/R,, and a3'=a3/R,, respectively.
That means h,, is related to the initial conditions (T, Ty, and
V,) and the contact interface temperatures (7,; and T ;). Because
the temperatures of contact interfaces can be determined by the
heat transfer problem itself and the initial conditions are known,
h., can be calculated using the iteration method.

To analyze the sensitivity of the present inverse heat transfer
method to the measurement results, the method was tested using
the following method: First, we assume a parameter vector P to
get a variable thermal contact resistance £,

(1) Then solve the direct heat transfer problem, to get the pre-
dicted temperature fields and consequently calculated ultra-
sonic time delay change (UC);

Then, we add a random error (with a certain level of devia-
tion) to the calculated ultrasonic time delay change (UC) to
simulate the ‘“measured” ultrasonic time delay change
(UM);

UM is then used to solve the inverse heat transfer problem
to get P’ and the variable thermal contact resistance h/,;
The difference between h/, and h,, is used to determine the
estimation sensitivity of the inverse heat transfer method.

2

©)
4)

Two validation examples are shown below:

(1) Constant thermal contact resistance: In this case, a constant
thermal contact resistance is considered. The given param-
eters are 4., =5000 W/m?/°C, the measurement No.=150,
the liquid layer thickness=3 mm and 135°C, and the solid
substrate thickness is 12 mm and 23°C, and the measure-
ment interval is equal to 13 ms. It was found that with the
“measurement error’” of £0.05 ns for UM (the measurement
error in the actual experiment is within £0.033 ns), the in-
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terfacial heat transfer coefficient predicted by inverse heat
transfer will be within 5090 W/m?/°C—-4920 W/m?/°C
(about +1.8%). Therefore, the inverse heat transfer can cor-
rectly predict the interfacial heat transfer coefficient.

Variable thermal contact resistance: In this case, a variable
thermal contact resistance is given as shown in Fig. 18. The
other conditions are the same as that in the case of constant
thermal contact resistance. The interfacial heat transfer co-
efficient predicted by the inverse heat transfer is also shown
in Fig. 18. It is hardly to distinguish the difference between
curves and the variation of the inversed /.., is about +£1.2%.

)

2.4E+004 _gj —+—— Inversed with measurment errors (0.1ns)
2 OE+004 — —6— Inversed without measurement error

@ 1.6E+004 —

E 1.2E+004 N

N 1

& 8.0E+003 —
4.0E+003 — POOPOPBEODOPPEODDBPDDEH.
0.0E+000 i I 7 T T T T T T 1

0 04 08 1.2 16 2
Time (s)

Fig. 18 The given and predicted variable thermal contact re-
sistance (assuming ultrasound measurement errors with a
standard deviation of 0.1 ns)
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Conclusions

The experimental study of the variable TCR during the solidi-
fication of molten alloy158 on the substrate of the same material
was performed. A novel inverse heat transfer method based on the
ultrasonic measurements was developed to estimate the thermal
contact resistance. There is no peak in the variation profile of the
interfacial heat transfer coefficient under the present experimental
conditions. The interfacial heat transfer coefficient decreases rap-
idly at the first stage after the contact, then the decrease becomes
less noticeable. The effects of impact velocity and initial molten
metal temperature on TCR were investigated. An empirical corre-
lation equation of variable thermal contact resistance, which can
be used in the numerical simulation of molten droplet impact, has
been developed utilizing the experimental data.
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Nomenclature
a = substrate thickness, m
¢ = speed of sound, m/s

¢, = specific heat, kJ/kg/°C

CIZ. = dimensionless thermal contact resistance

C.. = dimensionless interfacial heat transfer
coefficient

C, = dimensionless heat flux

C,, = dimensionless number
= frequency, Hz

h = specific enthalpy, kJ/kg

hg = latent heat of fusion, kJ/kg
h., = interfacial heat transfer coefficient, W/m?/K
H = impact height, m

k = thermal conductivity, W/m/°C

k. = effective thermal conductivity, W/m/°C
L = thickness of molten metal, m
P = parameters vectors
q
R,
S

=

= heat flux, W/m?
= reference thickness of the interfacial layer, m
= residual function
SDM = shape deposition manufacturing
T = temperature, K, °C
TCR = thermal contact resistance
! = time, s
UM = measured ultrasonic time delay change, s
UC = calculated ultrasonic time delay change, s
V. = substrate impact velocity, m/s

Greek symbols
a = thermal diffusivity, m?/s
vy = temperature coefficient of speed of sound,
m/s/°C
p = density, m3/kg
¢; = basic functions of interfacial heat transfer
coefficient

Subscripts
0 = initial state
d = molten metal region
i = contact interface
m = melting point
max = maximum
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= substrate region; solid phase
[ = liquid phase
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High Performance and
Subambient Silicon Microchannel
Cooling

High performance single-phase Si microchannel coolers have been designed and char-
acterized in single chip modules in a laboratory environment using either water at 22°C
or a fluorinated fluid at temperatures between 20 and —40°C as the coolant. Compared
to our previous work, key performance improvements were achieved through reduced
channel pitch (from 75 to 60 microns), thinned channel bases (from 425 to 200 microns
of Si), improved thermal interface materials, and a thinned thermal test chip (from 725 to
400 microns of Si). With multiple heat exchanger zones and 60 micron pitch microchan-
nels with a water flow rate of 1.25lpm, an average unit thermal resistance of
15.9 C mm?/W between the chip surface and the inlet cooling water was demonstrated
for a Si microchannel cooler attached to a chip with Ag epoxy. Replacing the Ag epoxy
layer with an In solder layer reduced the unit thermal resistance to 12.0 C mm?/W.
Using a fluorinated fluid with an inlet temperature of —30°C and 60 micron pitch micro-
channels with an Ag epoxy thermal interface layer, the average unit thermal resistance
was 25.6 Cmm?/W. This fell to 22.6 C mm?*/W with an In thermal interface layer.
Cooling >500 W/cm? was demonstrated with water. Using a fluorinated fluid with an
inlet temperature of =30°C, a chip with a power density of 2710 W/cm? was cooled to an
average chip surface temperature of 35°C. Results using both water and a fluorinated
fluid are presented for a range of Si microchannel designs with a channel pitch from 60
to 100 microns. [DOI: 10.1115/1.2724850]

R. Schmidt

IBM Poughkeepsie,
2455 South Road,
Poughkeepsie, NY 12601

Introduction

The problem of cooling high power processor chips becomes
even more difficult as chip geometries are scaled down and oper-
ating speeds are increased, resulting in increased power density.
At the same time, reduced chip operating temperatures are desired
in order to improve device performance and reliability. In some
applications, operation at cryogenic temperatures may be a possi-
bility to take advantage of greater CMOS device performance
reported at such temperatures [1,2]. In recent work [3], it has been
demonstrated that a CMOS performance gain equivalent to more
than one technology generation can be achieved with minimal
manufacturing process changes by lowering the operating tem-
perature from 100°C to —50°C. Microchannel liquid cooling is
attractive for high power density and low junction temperature
applications because it offers very low thermal resistance between
the chip surface and the coolant and it allows further reduction in
chip temperature by lowering the coolant temperature.

Twenty five years ago, Tuckerman and Pease first described the
use of microchannel cooling for very high power densities [4].
They demonstrated cooling of 790 W/cm? with a temperature in-
crease of 71°C for a flow rate of 0.52 Ipm with a pressure drop of
214 kPa where the 0.3 mm deep channels were fabricated on the
opposite side of a 0.4 mm thick wafer from a 1 X1 cm thin film
resistor. However, the coolers could not be fabricated easily and
pressure drops were very high. Given the cost of high-
performance processor chips, it is not practical to form the micro-
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channels directly on the back surface of the chip. It is preferable
to instead bond a separate microchannel cooler to the back of the
chip with a material having as low a thermal resistance as pos-
sible.

Since the pioneering work by Tuckerman and Pease [4] exten-
sive literature has developed on microchannel cooling, and a num-
ber of reviews are available [5-7]. Only a few recent publications
though discuss integration of microchannel coolers with packaged
silicon chips [8—10]. In the work by Zhang et al. [8], an aluminum
microchannel heat sink with 0.21 mm wide, 15 mm long, and
2 mm deep channels was formed and assembled onto the back of
a 12X'12 mm thermal test chip using a thermal interface material.
The finned area was 12.2 mm wide and the thermal test chip was
mounted in a flip chip ball grid array package. With a flow rate of
1 Ipm of water and 60 W of input power, the measured thermal
resistance (chip junction to inlet fluid) was 0.317°C/W. For a
chip junction to inlet fluid temperature difference of 60°C, this
would correspond to a power dissipation of 189 W or
131 W/cm?. Ignoring spreading, and using the whole chip area,
the unit thermal resistance from the chip junction to the inlet can
be estimated as about 46 C mm?/W. In the work by Chang et al.
[9], 100 microchannels 61 wm wide, 272 um deep, 15 mm long
on a 100 um pitch were fabricated on the back of a 680 um thick
silicon wafer where heaters and temperature sensors were formed
on the opposite side over a 10 mm X 12 mm area. With a flow rate
of 0.098 Ipm and 70 W of input power to the main heater, the
measured thermal resistance from the inlet to the maximum chip
junction temperature was 0.22°C/W and between the outlet to the
maximum chip junction temperature was 0.08°C/W. The pres-
sure drop, with a flow rate of 0.098 lpm, was 44.1 kPa. Ignoring
spreading, and using the heater area, the unit thermal resistance
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from the maximum chip junction to the inlet can be estimated as
about 26 C mm?/W and from the maximum chip junction to the
outlet as about 10 C mm?/W.

In a previous publication [10], we addressed a number of the
practical issues for implementing microchannel cooling in a single
chip module (SCM). Recent progress in high-rate reactive ion
etching (DRIE) of Si [11] has greatly simplified the fabrication of
microchannel coolers from silicon. Also, a number of methods of
reducing the pressure drop have been reported including subdivid-
ing the flow into multiple heat exchanger zones with shorter chan-
nel lengths [12] and manifold designs with large cross-sectional
area (i.e. equal, or larger than, the channel cross-sectional area)
[13]. In addition, staggered fins in microchannel coolers have
been found to increase the heat transfer coefficient compared to
continuous fins [10,14], though there is also a slight increase in
pressure drop with staggered fins compared to equivalent continu-
ous fins [10]. For the center of the thermal chip, an average total
unit resistance between the inlet water and the chip surface of
20.7 C mm?/W was reported [10] for a flow of 1.25 Ipm where
the thermal chip was 725 microns thick and Ag epoxy was used to
attach the Si microchannel cooler. The silicon microchannel cool-
ers were 20X 20 mm in size, used staggered fins, had six heat
exchanger zones, and the channels were fabricated in a 675 mi-
cron thick wafer and were 45 micron wide, 254 micron deep, and
had a 75 micron pitch. Cooling of more than 300 W/cm? was
demonstrated in a SCM where the temperature was about 60°C
above the inlet temperature at the chip center and the heated area
was 3 cm?.

The thermal resistance of silicon microchannel coolers can be
reduced by optimizing the channel pitch, increasing the fluid flow
rate, reducing the thickness of the silicon between the base of the
fins and the bottom of the cooler, reducing the thermal resistance
of the material used to join the microchannel cooler to the chip
being cooled, and reducing the thickness of the chip being cooled.
The minimum practical channel pitch is determined by the fluid
flow resistance, fabrication difficulty, and fin efficiency. The fluid
flow rate is limited by the acceptable pressure drop and design of
the fluid circulating system.

In a recent publication [15], we demonstrated a SCM with an
average unit resistance of 16.2 C mm?/W between the chip sur-
face and the inlet along with cooling a power density of greater
than 400 W/cm?, by using a silicon microchannel cooler with a
450 micron thick channel chip joined to a 400 micron thick ther-
mal chip with an Ag epoxy layer. For silicon microchannel coolers
attached to a chip in an SCM with an Ag epoxy layer, very good
uniformity from SCM to SCM, *2% standard deviation, and
within an SCM, +5% standard deviation, was achieved.

Once the design of the silicon microchannel cooler has been
optimized to minimize the thermal resistance, one means of fur-
ther reducing the chip junction temperature is to reduce the cool-
ant temperature. Circulating a fluid at temperatures below the dew
point presents significant system design challenges to avoid con-
densation on the components in contact with the coolant. For this
work, we used a fluorinated fluid since it is not conductive, and
did not reduce the inlet temperature below —40°C as the power
required to cool the fluid increases significantly if a two stage
vapor-compression cycle is needed.

In the first portion of this paper, the structure of the silicon
microchannel coolers and the single chip modules will be briefly
described. Results are then presented for microchannel coolers
with channel pitches between 60 and 100 microns joined to 400
micron thick thermal chips using either Ag epoxy or In solder
where 22°C water was used as the cooling fluid. The next section
includes results where a fluorinated fluid was used as the coolant
and the inlet temperature was varied between —40°C and 20°C.

Microchannel and SCM Design

The general configuration of the microchannel coolers and
single chip modules (SCMs) used in this work has been described
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~200-275 um Si base

Fig. 1 3D rendering of a portion of an assembled microchan-
nel cooler have six heat exchanger zones

previously [10]. The microchannel coolers used were each 20
X 20 mm in size, with a 0.7 mm seal region around the perimeter,
so the actively cooled area was 18.6 X 18.6 mm in size. The mani-
fold chip contained zig-zagged rows of fluid vias through the chip
and distribution channels were etched about 250 microns deep on
the side of the manifold chip bonding to the channel chip to help
redistribute the flow to, or from, the fluid vias. Also, the fin seg-
ments were removed from the regions under the fluid vias on the
channel chip to further aid in the redistribution of the flow at the
fluid vias. A 3D rendering of part of an assembled microchannel
cooler is shown in Fig. 1, where the manifold chip is on top and is
shown semitransparent. In operation, alternate zig-zagged rows of
fluid vias are used as inlets and outlets, so the microchannel cooler
is divided into six parallel-fed heat exchanger zones and the flow
length between the inlets and outlets is about 3.1 mm. The fluid
vias in the manifold chip were formed as zig-zagged arrays of
circular openings instead of elongated slots to reduce the likeli-
hood of the manifold wafers breaking during fabrication and as-
sembly. The microchannel coolers were fabricated using photoli-
thography and deep Si reactive ion etching (DRIE) on 150 mm
wafers where the channel wafers were either 450 or 525 microns
thick and the manifold wafers were 675 microns thick. The mani-
fold and channel wafers were fusion bonded together and then
diced to produce the completed Si microchannel coolers. Five
different microchannel designs were fabricated, with channel
pitches between 60 and 100 microns and channel widths between
35 and 60 microns. The channel depth varied slightly with the
channel width, from about 243 microns for the 35 micron wide
channels to about 269 microns for the 60 micron wide channels.
Cross-sectional images of representative microchannel coolers
used in this work are shown in Fig. 2 and the dimensions are
indicated. The microchannel designs are designated as Pxx/Cyy
where xx is the pitch and yy is the channel width in microns. In all
cases, staggered fins with a length of 500 microns were used; 250
micron long fins are shown in Fig. 1.

a) PE0/C35 5 ~ byP75/C42
“243um
c) P75/C48 d) P100/C60

I!I“HIIII\!IIIIIIIJ

Fig. 2 Cross-sectional images of microchannel coolers per-
pendicular to the fin segments
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Fig. 3 Cross-sectional images of complete microchannel
single chip module

Cross-sectional images of an SCM assembly containing a Si
microchannel cooler are shown in Fig. 3(a). From top to bottom,
the first component is a two piece manifold block to transform a
single inlet and outlet into alternating inlet and outlet zones. Next
is a flexible gasket between the manifold block and the Si micro-
channel cooler. In the detailed image in Fig. 3(), the channels are
visible. The 18.5X 18.6 mm thermal test chip was mounted with
solder balls onto a ceramic module and underfilled. The micro-
channel cooler was bonded to the thermal chip using a Ag epoxy
(white in Fig. 3(b)). The bottom perimeter of the manifold block
was bonded to the ceramic package with an adhesive. The cross
section in Fig. 3(c) is perpendicular to those in Figs. 3(a) and 3(b)
and shows the alternating inlet/outlet zones and the staggered fins
on the channel chip. Further details on the molded manifold block
and the SCM components can be found in an earlier publication

[10].
Single Chip Module Results Using Water

The thermal chip used had six temperature sensor resistors, two
near the chip center, two near the chip edges, and two near mid-
diagonal positions. The sensor resistors were calibrated by varying
the water inlet temperature while measuring the sensor resistor
values. The samples were measured using a test station where the
water flow rate could be varied while measuring the differential
pressure across the SCM, the inlet and outlet water temperatures,
the sensor resistor values, and the power applied to the heater
resistor. The thermal chip heated area was 3 cm?, which is about
87% of the total chip area. The thermal chip size is nearly identi-
cal with the active area of the microchannel cooler, 18.6
X 18.6 mm. The differential pressure measurements were not cor-
rected for the ~0.4 kPa pressure drop measured in the test station
when the SCM was replaced with a short hose segment. For water,
the uncertainty in the flow measurements was about +0.05 lpm,
the uncertainty in the pressure measurements was about
+0.15 kPa, and the uncertainty in the inlet and outlet temperature
measurements was about 0.5°C. The uncertainty in the measured
thermal resistance is =5% and is due mainly to the uncertainty in
the sensor calibration and the small amount of heat which does
not flow through the microchannel cooler. Based on the measured
temperature rise in the water, the flow rate, and applied power, the
amount of heat which was not removed by the water was typically
less than or equal to 1% of the applied power.

The total unit thermal resistance versus flow rate is plotted for
seven SCMs and five different microchannel designs in Fig. 4(a).
The reported thermal resistance values are relative to the inlet
water temperature; the measured thermal resistance (°C/W), is
calculated as the chip junction temperature minus the inlet water
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Fig. 4 Single chip module results using water

temperature divided by the total applied power. Since only about
87% of the thermal chip area was powered, the thermal transport
of the complete structure was simulated numerically using a com-
mercially available CFD code to relate the measured thermal re-
sistance (°C/W) to the unit thermal resistance (C mm?/W) indi-
cated in Fig. 4(a). The correlation between the measured thermal
resistance and the unit thermal resistance from the simulations
resulted in an average unit thermal resistance about 5% larger than
if just the powered chip area of 300 mm? was multiplied by the
measured thermal resistance and about 10% smaller than if the
full chip area of 344 mm? was multiplied by the measured thermal
resistance. The total unit thermal resistance includes the thermal
chip, the Ag epoxy thermal interface material (TIM) and the mi-
crochannel cooler and is based on the average of the six tempera-
ture sensors. The measurements were made with four inlets and
three outlets where the chip sensors were on average closer to the
fluid inlets than to the outlets. With a flow of 1.25 Ipm, reversing
the flow direction causes the measured thermal resistance to in-
crease by 3%. Note that two samples were measured for both the
P60/C35 and the P75/C48 configurations. At a fixed flow rate, the
finer pitch channels had a lower thermal resistance than wider
pitch channels. The differential pressure of the SCMs versus the
flow rate for these samples is plotted in Fig. 4(b). The pressure
drop was less at a fixed flow with wider channels. The total ther-
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mal resistance is plotted against the differential pressure drop of
the SCMs in Fig. 4(c). For differential pressures less than about
40 kPa, the 80 micron pitch microchannel has the lowest total
thermal resistance.

The optimum silicon microchannel design will depend on the
application and what water flow rate, or differential pressure drop,
is available. The total thermal resistance corresponding to a flow
rate of 1.25 lpm, or to a differential pressure drop of 34.5 kPa was
interpolated from the results in Fig. 4 and plotted against the
microchannel designs in Fig. 5. For a fixed flow rate of 1.25 lpm,
the P60/C35 design, with a pressure drop of 42.1 kPa, provides
the lowest thermal resistance but with a fixed pressure drop of
34.5 kPa, the P80/C53 design, with a flow rate of 1.5 Ipm, pro-
vides the lowest thermal resistance.

The total thermal resistance versus flow rate is plotted in Fig. 6
for three SCMs all using 400 micron thick thermal chips and
P60/C35 microchannel coolers, but two used Ag epoxy and one
used In solder as the TIM to attach the microchannel coolers to
the thermal chips. The pressure drops versus flow rates for the
three SCMs were nearly identical. At a given flow rate, the total
thermal resistance was reduced by about 4.0 C mm?/W using In
solder instead of Ag epoxy for attaching the microchannel cooler
to the thermal chip. With In solder, the total thermal resistance
was 12.0 Cmm?*/W with a flow rate of 1.25Ipm and
12.5 C mm?/W with a pressure drop of 34.5 kPa. Even though a
separate cooler was used, these values are close to the
9.0 C mm?/W unit thermal resistance value reported by Tucker-
man and Pease [4] where the silicon substrate below the channels
was only 0.1 mm thick and the pressure drop was much higher.
Since the exact value of the TIM thermal resistance is not known,
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Fig. 6 Total thermal resistance versus flow for Ag epoxy and
In solder between the microchannel and the chip
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Fig. 7 P60/C35 microchannel SCM with In solder attach for
various flows and about 1.6 kW applied power

the average apparent heat transfer coefficient can only be esti-
mated, and is approximately 200,000 W/m? K with a flow rate of
1.25 Ipm.

The high power performance of a P60/C35 microchannel at-
tached with In solder [16] was also measured. Figure 7 shows the
results for various flow conditions when about 1.6 kW was ap-
plied to the heater resistors. The powered area was 3 cm?, so the
power density was >500 W/cm?. The temperature difference be-
tween the chip (determined from the average of the six chip sen-
sors) and the inlet water is plotted with square symbols. The tem-
perature difference between the outlet and inlet water is plotted
with circular symbols and indicated on the left axis. The power
(dashed line without symbols and right hand axis) was turned off
while stabilizing different flow conditions and to allow the chiller
to recover. The applied power exceeded the cooling capacity of
the recirculating chiller being used, so with time the inlet water
temperature increased. This resulted in the thermal chip heater
resistors values increasing with time, and hence the total power
increased slightly with time, as a constant current was being ap-
plied.

Subambient Single Chip Module Results

An image of the test station used for the subambient measure-
ments is shown in Fig. 8. The test station was similar to that used
for the measurements with water, but a nitrogen purged enclosure
was used to avoid condensation and an ultralow temperature re-
circulating chiller was also used. The coolant used was a fluori-
nated compound with approximately the following properties at
—40°C; heat capacity of 1210 J/kg K, density of 1770 kg/m?,
and thermal conductivity of 0.096 W/m K. Fluorinated com-

Fig. 8 Subambient microchannel SCM test station
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Fig. 9 P60/C35 microchannel SCM with Ag epoxy TIM for vari-
ous inlet temperatures and about 300 W applied power

pounds are dielectric, nonflammable and nontoxic, but are expen-
sive and lower performance than some aqueous based fluids.
Aqueous based fluids though are conductive and could cause sys-
tem failure if there was a leak near electrical components.

The subambient performance of a P60/C35 cooler attached with
Ag epoxy was measured for fluid inlet temperatures between
20°C and —40°C, as shown in Fig. 9. The measured inlet, outlet,
and chip temperatures are plotted versus time for the different
inlet temperatures. The applied power was around 300 W and the
pressure drop was about 68.9 kPa for each inlet temperature. The
actual power and pressure drops are indicated in Fig. 9 along with
the approximate flow rate, unit thermal resistance, and average
chip temperature. The unit resistance is again between the inlet
and the average of the six sensors on the chip. As the fluid inlet
temperature decreased, the unit thermal resistance increased
slightly. The use of a fluorinated fluid increases the unit thermal
resistance at room temperature by about 9 C mm?/W compared to
using water. This means that to cool a chip with a power density
of 100 W/cm? to the same chip temperature as can be achieved
with 20°C water, the fluorinated compound inlet temperature
would need to be about 11°C.

The subambient performance of the other four microchannel
designs were also characterized, using the same conditions as
were used for P60/C35 in Fig. 9, and the results are summarized
in Fig. 10. For fluid inlet temperatures between —30°C and 20°C,
with a constant pressure drop of about 68.9 kPa, the P60/C35
design had the lowest unit thermal resistance, Fig. 10(a). With a
—40°C inlet temperature, the P75/C48 design had the lowest unit
thermal resistance. The wider channels provided the best perfor-
mance with a —40°C inlet temperature because of the increased
viscosity of the coolant. The approximate flow rates are shown in
Fig. 10(b) for a pressure drop of about 68.9 kPa. As expected, the
flow rates were lower for the finer pitch channels and the flow
rates decreased as the inlet temperature was reduced due to the
increase in the viscosity of the fluorinated compound used as the
coolant. The scatter for some of the samples in Fig. 10 could be
due to variations in the pressure drop, which ranged from 66.9 to
71.7 kPa. The pressure was adjusted before power was applied,
but the coolant viscosity decreased due to the increased tempera-
ture when power was applied during the measurements, resulting
in the variations.

The subambient performance of a P75/C42 cooler with a 525
micron channel chip, attached with Ag epoxy, was characterized
for a variety of applied power levels. Figure 11 shows the results
where the inlet temperature was —28°C, the flow rate was about
1.4 1pm, and the differential pressure drop was about 70 kPa, for
power levels between 320 and 815 W. The powered area was
3 cm?, so the maximum power density was >270 W/cm?. The

1050 / Vol. 129, AUGUST 2007

29
'g a) 400 um chip/Ag epoxy/450 um channel chip
NE 28 | Pressure drop ~68.9 kPa
g \\
2 27 N . I
8 N_t '-1:"'*_-'_"————---—'—___-_-.
g 26 i e "\_'1-—_-:-_ :_.-_‘_._E - rr—
g T Y
G 55 [* P6OIC3S
o @ P75/C42
= 4 P75/C48
E 24 |+ csopss
2 -~ P100/C60
F 23 :
40 -30 -20 -10 0 10 20
b) Inlet Fluid Temperature (C)
22
400 um chip/Ag epoxy/450 um channel chip
2
=18 }
E
=
=~ 1.6
2]
T
x 14
z + P60/C35
£ 12 ® P75/C42
- P75/C48
1} + P80/C53
+= P100/C60
08 L : :
40 -30 -20 -10 0 10 20

Inlet Fluid Temperature (C)
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applied power is indicated by the dashed line without symbols,
temperature difference between the chip (determined from the av-
erage of the six chip sensors), and the inlet fluid is plotted with
square symbols, and the temperature difference between the outlet
and inlet fluid is plotted with circular symbols. With over
100 W/cm?, the chip temperature was -4°C, with over
200 W/cm?, the chip temperature was 21°C, and with over
270 W/cm?, the chip temperature was 35°C.

The total thermal resistance versus inlet temperature is plotted
in Fig. 12 for two SCMs, both using 400 micron thick thermal
chips, 450 micron thick channel chips, and P60/C35 microchannel
coolers, but one used Ag epoxy and other used In solder as the
TIM to attach the microchannel cooler to the thermal chip. The
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Fig. 11 P75/C42 microchannel SCM with Ag epoxy attach and

an inlet temperature of -28°C for various power levels
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pressure drops versus flow rates for the two samples were nearly
identical. At a given inlet temperature, the total thermal resistance
was reduced by about 3.1 C mm?/W when using In solder instead
of Ag epoxy for attaching the microchannel cooler to the thermal
chip. With In solder as the TIM layer, for an inlet temperature of
—-40°C, with a power density of 100 W/cm?, the average chip
temperature was —17°C.

Conclusions

High performance single-phase Si microchannel coolers have
been designed and characterized in single chip modules in a labo-
ratory environment using either water at 22°C or a fluorinated
fluid at temperatures between 20 and —40°C as the coolant. With
a water flow rate of 1.25 lpm, total average unit thermal resis-
tances as low as 12.0 C mm?/W have been demonstrated for P60/
C35 microchannel coolers built from 450 micron thick channel
chips attached to 400 micron thick thermal chips using an In sol-
der TIM. Cooling over 500 W/cm? has been demonstrated using
such a single chip module. Replacing the In solder TIM layer with
an Ag epoxy layer increased the unit thermal resistance to
15.9 C mm?/W between the chip surface and the inlet cooling
water for a similar SCM configuration.

Using a fluorinated fluid with an inlet temperature of —-30°C,
for 60 micron pitch microchannels with an Ag epoxy layer, the
average unit thermal resistance was 25.6 C mm?/W and with a In
solder layer, the unit thermal resistance was 22.6 C mm?/W.
Cooling of 270 W/cm? using a fluorinated compound with an
inlet temperature of —30°C resulted in an average chip surface
temperature of 35°C. For a fixed pressure drop, the optimum
microchannel design depended on the inlet temperature, with
wider channels performing better at —40°C.

Improved cooling, either through the introduction of direct lig-
uid cooling of the chips with a low total thermal resistance, or by
using a subambient fluid, has the potential to enable significant
increases in CMOS performance. There are, however, significant
system level challenges in the use of subambient cooling fluids.
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Nomenclature

Tehip ave. = average chip temperature, °C

Tipje = fluid inlet temperature, °C
Touter = fluid outlet temperature, °C
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Spray Cooling of High Aspect
Ratio Open Microchannels

Direct spraying of dielectric liquids has been shown to be an effective method of cooling
high-power electronics. Recent studies have illustrated that even higher heat transfer can
be obtained by adding extended structures, particularly straight fins, to the heated sur-
face. In the current work, spray cooling of high-aspect-ratio open microchannels was
explored, which substantially increases the total surface area and allows more residence
time for the incoming liquid to be heated by the wall. Five such heat sinks were con-
structed, and their thermal performance was investigated. These heat sinks featured a
projected area of 1.41 X 1.41 em?, channel width of 360 um, a fin width of 500 um, and
fin lengths of 0.25 mm, 0.50 mm, 1.0 mm, 3.0 mm, and 5.0 mm. The five enhanced
surfaces and a flat surface with the same projected area were sprayed with a full cone
nozzle using PF-5060 at 30°C and nozzle pressure differences from 1.36—4.08 atm
(69121 ml/min). In all cases, the enhanced surfaces improved thermal performance
compared to the flat surface. Longer fins were found to outperform shorter ones in the
single-phase regime. Adding fins also resulted in the onset of two-phase effects (and
higher-heat transfer) at lower wall temperatures than the flat surface. The two-phase
regime was characterized by a balance between added area, changing flow flux, flow
channeling, and added conduction resistance. Spray efficiency calculations indicated that
a much larger percentage of the liquid sprayed onto the enhanced surface evaporated
than with the flat surface. Fin lengths between 1 mm and 3 mm appeared to be optimum
for heat fluxes as high as 124 W/cm? (based on projected area) and the range of con-
ditions studied. [DOI: 10.1115/1.2737476]

Keywords: spray cooling, thermal management, fins, heat sink, evaporation

Introduction

With chip heat fluxes predicted to continue to rise past what is
practical for air-cooling, advanced liquid immersion cooling tech-
niques are likely to play a more prominent role. Two-phase sys-
tems utilizing boiling or liquid evaporation have long been recog-
nized as having the potential to carry large thermal loads at low
temperature difference. One such system is spray cooling, in
which an atomizing nozzle provides a flow of liquid droplets di-
rected at a hot chip or the entire circuit board. Some disadvantages
of spray cooling include the need for pumps, filters, and nozzles
that can potentially clog, and a sensitivity to nozzle-to-surface
distances. However, very high heat transfer rates over large areas
can be achieved because vapor removal from the surface is much
easier than with other two-phase systems. Heat fluxes as high as
1000 W/cm? have been observed in gas-assisted spray cooling
with water [1,2]. Over 100 W/cm? has been observed when using
dielectric FC-72, which is compatible with direct cooling of elec-
tronics [3-6]. Spray cooling technology has been applied in the
cooling of supercomputers and commercial off-the-shelf (COTS)
electronics for military applications.

Because of the complexity of the spray cooling process and the
inability to independently control drop size, drop velocity, and
mass flux, the mechanisms by which heat is removed during spray
cooling are not well understood. One proposed mechanism is that
the spray produces a thin film on the surface through which ther-
mal conduction occurs. Mixing caused by impinging droplets in-
creases the effective conductance of this layer and promotes
evaporation from the free surface [2]. In another proposed mecha-
nism (commonly referred to as secondary nucleation), boiling is
thought to occur in the liquid film; however, the incoming droplets
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puncture the growing bubbles before they can grow to appreciable
size. The incoming droplets which serve as nucleation sites for
new bubbles, can also trap vapor nuclei within the liquid film. The
growth and collapse of many small rapidly growing bubbles is
proposed to be the dominant heat transfer mechanism [1,7]. In yet
another proposed mechanism, heat is primarily transferred from
the surface to the liquid convectively through sensible heating.
Pautsch and Shedd [8] have shown that the best performance is
obtained when liquid is not used efficiently but is in great supply,
thus avoiding phase change and the ultimate dewetting of the
surface. Horacek et al. [5,6] found that the phase-change compo-
nent of the heat flux varied directly with the three-phase contact
line length but not the wetted area fraction. It was not known if
the heat transfer was due to evaporation at the contact line through
the mechanism suggested by Potash and Wayner [9] or by an
alternate mechanism, such as transient conduction into the liquid
as it moves over the surface as proposed by Demiray and Kim
[10].

Although some research has been performed on the effects of
flow rate, liquid subcooling, spray angle, droplet parameters, and
dissolved gas on cooling performance [3-6,11-15], few studies
are available on spray cooling of enhanced surfaces. In fact, it has
been argued that increasing the surface roughness decreases the
heat transfer by increasing the thickness of the liquid film on the
surface [16]. However, recent studies have indicated that en-
hanced surfaces with large-scale roughness elements (greater than
the liquid film thickness) have the potential to transfer much more
heat than comparable flat surfaces. Silk et al. [17,18] investigated
spraying gassy (1 atm) PF-5060 on a flat surface and enhanced
surfaces, including straight fins, square pin fins, and pyramidal
fins. They used a 2 X2 Parker Hannefin nozzle array with a volu-
metric flux of 0.016 m3/(m2s). All of their enhanced surfaces
significantly increased the critical heat flux (CHF). They also
found that straight fins outperformed the other two types of sur-
face enhancements and resulted in a CHF of 156 W/cm? (based
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Fig. 1 Schematic diagram of the experimental apparatus

on the projected area), an enhancement of 47% compared to the
flat surface. They speculated that this enhancement was due to
channeling of the liquid into the space between the fins, resulting
in much higher CHF. These straight fins were 1 mm in height,
width, and spacing, and the projected base was a 2 cm? circle.
Sodtke and Stephan [19] investigated microstructured surfaces
with a full-cone pressure-atomized water spray. They studied mi-
cro grooves and pyramids (height=75 um,width=pitch
=150 pum) and a porous surfaces made from aluminum powder,
methyl ethyl ketone (MEK), and epoxy. The porous surface failed
to improve performance, likely because of the increased conduc-
tion resistance of the epoxy binder. The microgrooves and micro-
pyramids improved the heat transfer by up to five times compared
to the unstructured surface. The authors speculated that the en-
hancement was caused by an increase in the three-phase contact
line length following the rupture of the liquid film.

The present study was designed to further investigate the
mechanisms behind the performance enhancement provided by
spray cooling heat sinks with straight fins. The heat sinks used in
this study were electric discharge machined (EDM) to have a
channel width of 0.36 mm, fin width of 0.50 mm, and lengths of
0.25 mm, 0.50 mm, 1.0 mm, 3.0 mm, and 5.0 mm. The high as-
pect ratio of these channels provided an increase in surface area of
up to 13 times the comparable flat (smooth) surface. With such a
large increase in area, the spray can be utilized more effectively.
Furthermore, varying only the fin length provided an opportunity
to study the relative spray utilization provided by the increased
area. The effect of increased fin length is discussed in detail along
with its pronounced effect on the spray efficiency.

Experimental Setup

A schematic diagram of the experimental setup and flow loop is
shown in Fig. 1.

Spray Chamber. An acrylic and polycarbonate spray chamber
was formed by attaching polycarbonate disks to a large diameter
acrylic tube. The top plate included feedthroughs for the nozzle
and a condensing coil. A brass spray nozzle from Isothermal Sys-
tems Research (ISR) was insulated with 5 mm of neoprene to
minimize temperature increases due to vapor condensation on the
nozzle housing. The copper coil (with 30°C water flowing inside)
provided the primary condensation location. The chamber base
featured a drain and another opening which allowed the insertion
of the test surfaces. Each test surface was surrounded by ceramic
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Fig. 2 OFHC copper heating base and a detachable heating
neck with four thermocouple holes, each positioned through a
different face

insulation (OD=10 cm, 6 mm thick, Cotronics 914 machinable
glass ceramic), which was sealed to the chamber base with a
neoprene o-ring.

Heat Source and Test Surfaces. Heat was provided by two
250 W cartridge heaters (0.635 cm OD, 3.8 cm long) embedded
within an oxygen-free high-conductivity (OFHC) copper heating
block (k=391 W/m K). The top of the heating block featured a
female threaded hole into which different heating necks could be
screwed (see Fig. 2). The necks were surrounded by air, which
provided sufficient insulation to effectively create a one-
dimensional heat flux along their axes. This was verified by the
measurement of a linear temperature gradient along their length.
This heat flux and the wall temperature were determined using
sheathed thermocouple probes (type K) dryfit into each of four
close-fit holes (1.2 mm diam, 7.1 mm deep, 10 mm separation)
located in the heating necks. Heat losses from the thermocouple
probes were negligible due to large insertion depth and small di-
ameter. Heat losses from the neck in the instrumented region were
also negligible, as indicated by the good agreement between the
electric power input (after accounting for losses from the base)
and the heat flux calculated using one-dimensional conduction
through the neck of the heater; see the Uncertainty Analysis sec-
tion. Six different heaters with 1.41 X 1.41 cm? profiles were used.
Square rather than circular profiles were used to better simulate
the cooling of an electronic device. One heater featured a simple
flat surface for baseline comparisons. Five heaters featured EDM
wire machined straight fins with a channel width (C) of 360 um,
fin width (W) of 500 wm, and fins lengths (L) of 0.25 mm,
0.50 mm, 1.0 mm, 3.0 mm, and 5.0 mm (see Table 1). These heat-

Table 1 Channel aspect ratios and surface areas of test
surfaces

Fin length (L) Channel aspect ~ Total surface area Area
(mm) ratio (L/C) (mm?) enhancement
0 — 200 1

0.25 0.7 320 1.6

0.5 1.4 440 2.2

1 2.8 681 34

3 8.3 1642 8.2

5 13.9 2604 13
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ers were then bonded to the ceramic insulation described above
using an electronic grade silicone (GE RTV162). Losses from the
heater to the insulation were estimated with a commercial finite
element code and found to be about 1-2% depending on the ex-
perimental data point being modeled. This heat loss was sub-
tracted from the heat flux predicted by Fourier’s law in all data
presented.

Spray Characteristics. PF-5060 (3M performance fluid com-
posed of perfluoro compounds with primarily six carbons) was
chosen as the working fluid because its chemical stability and
dielectric nature make it suitable for direct cooling of electronics.
Furthermore, its boiling point of 56°C at 1 atm is low enough to
allow for two-phase cooling at a temperature that is appropriate
for high reliability electronics. Flow was provided by a magneti-
cally coupled gear pump (Cole Palmer 75211-10), and the flow
rate through the nozzle was measured with a digital turbine flow
meter (Omega FLR1000BR). The working fluid was filtered using
a 2 um borosilicate glass filter. The pressure immediately up-
stream of the nozzle housing was measured with a Bourdon tube
gage (Omega PGS-25L-160). The chamber pressure was main-
tained at 1 atm through use of a vent on the fluid reservoir. The
fluid was not degassed and had a dissolved gas concentration that
was estimated using Henry’s law for ideal solutions

CgaszH(PT_Psat) (1)

where H is Henry’s constant and the gas concentration Cg,s Was
found to be 3420 ppm. Nozzle pressure differences ranged from
1.36 to 4.08 atm (20—60 psig).

The upstream spray temperature was measured with a type T
thermocouple inside the nozzle housing body. The temperature
directly upstream of the nozzle was 29.6+0.8°C. The temperature
of the droplets actually striking the heater was measured with four
separate downstream thermocouples (OD=500 um) that were
placed within and around the spray cone. Repeated trials indicated
that the addition of the downstream thermocouples had a negli-
gible impact on thermal performance, and therefore, they were
included in all data presented in this work. Although the upstream
spray temperature, copper cooling coil, and external heat ex-
changer were all maintained at nominally 30°C, hot spent gas
leaving the heated surface resulted in an increase in the down-
stream temperature. The downstream temperature ranged from
30.6°C (for the bare surface at its lowest heat flux) to 40.8°C (for
the 3 mm long fins at its highest spray efficiency). This down-
stream thermocouple within the spray cone is considered the most
accurate measure of the average spray temperature and is used in
all calculations below.

A nominally full cone spray nozzle was used. This pressure
atomizing nozzle had an orifice diameter of 404+14 um. The
nozzle was fixed 18+1 mm above the heated wall (i.e., the base of
the fins for the finned surfaces), which resulted in a spray that
appeared to approximately inscribe the square test surface at the
smooth-wall elevation. The nominal flow rate through the nozzle
ranged from 69 ml/min to 123+1 ml/min; however, the amount
of fluid incident on the test surface was less due to some over-
spray. Since the nozzle height was fixed with respect to the heated
wall, the incident flux on the top of the fins increased with fin
length due to decreased overspray. The amount of fluid incident
on the top of the fins was measured by removing the heaters and
replacing them with rapid prototyped collection funnels that were
shaped as hollow, truncated, square pyramids. The top lip of the
funnel was placed at the same height as the upper surface of the
finned heat sinks and featured a 2 cm? opening that allowed inci-
dent fluid to be collected into a graduated cylinder. The collection
system (shown schematically in Fig. 3) was sealed from the am-
bient and vented to the spray chamber to prevent evaporation. The
amount of fluid incident on each of the heat sinks is given in Table
2.

The Sauter mean diameter of the droplets was estimated using
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Fig. 3 Schematic of incident flow measurement system

the correlation of Estes and Mudawar [4], which was developed
using data from three full cone nozzles spraying FC-72 and water,

d l/ZAPd3/2 —-0.259
2 3.07(—p” =i
0 g

Equation (2) estimates the Sauter mean diameter to vary from
54 pum to 72 um over the range of pressure used. The droplet
breakup velocity can be estimated using the expression given by
Ghodbane and Holman [20] based on a control volume energy
( 5 2AP 120
Udrop = | Uupstream -

balance
> 12
(3)
pi Pidyvivip

The large nozzle pressure differences used in this study ensure
that the breakup velocity is dominated by the AP term. The drop-
let velocity was estimated to range from 13 to 22 m/s.

2)

My

Control System and Data Acquisition. Data acquisition and
heating control were provided by a custom Visual C++ program
implemented through a general programing interface bus (GPIB)
on a Pentium III personal computer. An HP6675A DC power sup-
ply provided a controllable power source, while a Fluke Hydra
data acquisition unit acquired data from the flow and temperature
channels every 6 s. Power was initially set at 30 W, and thermo-
couple temperatures were monitored to determine when steady
state occurred. Once the time- and space-averaged temperature in
the heater neck changed by <0.1°C over a 60 s period, 60 s of
steady-state data were recorded. Power was then incremented and
system monitoring resumed. Experiments were concluded when
the temperature of the heating block (monitored with two separate
thermocouple probes) reached a temperature limit of 260°C, set
to ensure safe operation of the test apparatus or when the surface
temperature increased rapidly indicating CHE.

Uncertainty Analysis

All standard deviations given below are stated with 95% con-
fidence. The thermocouples and thermocouple reader used to mea-

Table 2 Fluid flow rate incident on top surface of heat sinks

Fin length Fraction of total flow rate incident on
(mm) top surface (+0.02)

0 0.75

0.25 0.76

0.5 0.77

1 0.78

3 0.85

5 0.91
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Fig. 4 Spray cooling curves for 1.36 atm (20 psig) nozzle pres-
sure where solid lines indicate single-phase, two-phase, and
drying-out regimes. Heat fluxes are based on the 2 cm? pro-
jected area.

sure the heat flux, wall temperature, and nozzle temperature were
calibrated with mercury-in-glass thermometers to +0.25°C for T
=<100°C and +0.5°C for 7> 100°C. The experimental error was
estimated using the square root sum-of-squares method applied to
the Fourier conduction law

aq// )2 (aq// )2
= +| - 4
Oy \/( AdT/dx) Odridx K Oy 4)

In this manner, the largest error in the heat flux was calculated to
be 7% at the lower heat fluxes and as little as 5% error for the
highest, assuming a 5% error in the thermal conductivity. Heat
fluxes calculated assuming one-dimensional conduction were gen-
erally ~12% (and never more than 15%) less than the power
supplied to the cartridge heaters, depending on ambient conditions
and the contact resistance of the threaded heating neck. This is
consistent with losses expected due to natural convection from the
base.

Results and Discussion

Spray cooling curves for the six test surfaces at three nozzle
pressures are shown in Figs. 4-6. A significant performance en-
hancement over the flat surface is observed for each of the five
enhanced surfaces at all nozzle pressures. As expected, increasing
the nozzle pressure (and mass flux) resulted in higher heat trans-

120
110 CHF correlation (Estes and Mudawar [4])
100 mat
90 * 1/4 mm
A 1/2 mm
i 80 <1 mm o CHF
”}5 T0 @ 3Imm
g 60 +5mm
r 50
=
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10 Single-phase correlation (Rybicki and Mudawar [217)
0
30 40 50 60 70 80 90 1000

Typan 1°C|

Fig.5 Spray cooling curves for 2.72 atm (40 psig) nozzle pres-
sure where solid lines indicate single-phase and two-phase re-
gimes. Heat fluxes are based on the 2 cm? projected area.
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Fig. 6 Spray cooling curves for 4.08 atm (60 psig) nozzle pres-
sure where solid lines indicate single-phase and two-phase re-
gimes. Heat fluxes are based on the 2 cm? projected area.

fer. Furthermore, there were also distinctly different trends in the
single-phase and two-phase regimes (shown by solid lines). In
particular, the finned surfaces showed a significant enhancement
in the total heat flux once two-phase effects became dominant.
Although CHF was observed for the flat surface, CHF was not
reached for most of the finned surfaces due to the heating block
reaching temperatures greater than the safe temperature limit of
the test apparatus. The correlation of Estes and Mudawar [4] for
spray cooling CHF is indicated in Figs. 4—6 and shown to consis-
tently overpredict the observed flat-plate CHF magnitude. The un-
certainty in their correlation was +30%, however.

Single-Phase Results. The single-phase regime is defined as
the linear portion of the cooling curve where the wall temperature
is not high enough to cause any significant amount of boiling,
which would cause the heat transfer coefficient to increase dra-
matically as it does in nucleate pool boiling. The bare surface
performance was typical and a comparison to the single-phase
correlation of Rybicki and Mudawar [21] is shown in Figs. 4-6.
This correlation was developed from two data sets using PF-5050
and water, and the claimed error in the correlation is 13.1%. The
current data are found to lie just outside of this expected error
with a mean deviation of —15% with respect to the predicted
value. The slight deviation from linearity in the present data that
were observed in the “single-phase” regime is due to at least some
evaporation from the top of the liquid film. The relatively low
temperature of the spray, spray chamber, and coiling coil promote
evaporation from the wall even when its temperature is below the
saturation temperature (56°C). Although the evaporative effect is
significant, as will be discussed below in greater detail, the heat
transfer coefficient is nearly constant within this region of the
spray cooling curve and drastically different from within the two-
phase or boiling regime. In this single-phase regime, longer fins
always provided more enhancement than shorter ones.

The effect of nozzle pressure difference on heat transfer over
the range of conditions explored is illustrated in Fig. 7. As ex-
pected, a larger AP resulted in significant improvement in heat
transfer, most likely due to the higher mass flow rate, finer drop-
lets, and higher droplet velocity that accompany an increasing AP.

The relative performance enhancement as a function of fin
length is shown on Fig. 8. While the total surface area increases
linearly with fin length, the heat transfer enhancement appears to
be asymptotically approaching an optimum value. The depen-
dence of heat transfer enhancement on fin length is rather insen-
sitive to changes in flow rate and well within the experimental
uncertainty. The results observed in the single-phase regime were
due to a number of competing mechanisms. Adding fin length not
only increased the wetted area, but also increased the amount of
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Fig. 7 Heat flux as a function of nozzle pressure difference for
Twan=60°C (similar results are obtained at other wall tempera-
tures). Heat fluxes are based on the 2 cm? projected area.

fluid incident on the surface (note Table 2). These two positive
effects were offset by the addition of conduction resistance within
the fin, less uniform distribution of liquid due to increased chan-
neling, and heating of the fluid as it traveled down the fins (thus
lower local AT near the bottoms of the fins). While longer fins
showed improvement, the addition of conduction resistance
should eventually decrease performance by adding a temperature
drop between the base of the fins and the top of the fins where the
liquid is the coolest.

One-Dimensional Model for the Single-Phase Regime. A
simple, one-dimensional fin model is proposed to gain better un-
derstanding of the underlying mechanisms. The heat transfer co-
efficient on a typical fin was determined by solving the convection
tip fin equation [22], Eq. (5), using one of two different values for
the fin heat transfer

h
sinh(mL) + " cosh(mlL)
L prA m
Gsides+tip = VhPKA .0, P (5)
cosh(mL) + — sinh(mL)
mk

In the first case, the heat transfer from the bottom of the chan-
nels was neglected. The entire heat transfer observed in the ex-
periment was then attributed to the sides and tip of the fin accord-
ing to Eq. (6), where n=17 is the number of fins on the heat sink.

24 13
0O 1.36 atm (20 psig)
2.2 ¥ 2.72 atm (40 psig) R B
© 4.08 atm (60 psig) o
20 & Arca Enhancement 9
‘:E_‘ 1.8 .;E;
S 73
= 10 =
5
1.4
1.2 3
1.0 + 1
0 1 2 3 4 5

L [mm]

Fig. 8 Area and heat flux enhancement as a function of fin
length for T,,,,=60°C (similar results are obtained at other wall
temperatures). Heat fluxes are based on the 2 cm? projected
area.
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Fig. 9 One-dimensional model results as a function of fin
length for T,,,=60°C, AP=4.08 atm (60 psig) normalized by
hqx=9784 W/m2 K

Since heat transfer from the bottom of the channels was neglected,
this method yielded an upper limit for the average heat transfer
coefficient for the sides and tip

Yheatsink
n = qsides+tip (6)

In the second case, the heat transfer from the bottom of the
channels was assumed to be unchanged from the flat surface ex-
perimental result. Since the model assumes the flat surface was
impacted by fresh cold liquid (the liquid is actually preheated by
the upstream area), the bottom surface heat transfer is overesti-
mated yielding a lower limit for the heat transfer coefficient on the
sides/tip. The average sides/tip heat transfer is then given by Eq.
(7), where the 1/2 factor on the last term is required because the
bottom surface has a total area of 1 mm?, whereas the flat surface
has an area of 2 mm?

Yheatsink @ (7)

= Gides+ip +
n sides+tip n

These two cases were used to determine the heat transfer coeffi-
cient with Eq. (5), which is then used to predict the temperature
profile with Eq. (8) [22]

cosh[m(L - x)]+ ﬁ sinh[m(L — x)]
- - ®
cosh(mL) + ﬁ sinh(mL)

9
6,

Note that while Figs. 4-8 show heat fluxes based on the 2 cm?
projected area, the heat transfer coefficient discussed here is based
on the wetted area. Figure 9 shows the lower- and upper-limit heat
transfer coefficients (normalized by the bare surface heat transfer
coefficient) calculated using the above method. The heat transfer
coefficients are significantly lower than the bare surface heat
transfer coefficient, which is expected since the enhancement in
heat transfer observed with the channeled surfaces is not as great
as the area enhancement (Fig. 8). Furthermore, both the lower and
upper limits predict similar heat transfer coefficients for the sides/
tip as the fins become long, indicating the decreasing significance
of the troughs. In both cases, the temperature profile is qualita-
tively similar (Fig. 10). The temperature profile predicted by the
model shows a modest temperature drop along the length of the
fin, suggesting that heat transfer is not limited by the fin tempera-
ture. Given the increased area of the channeled surfaces and the
modest temperature drop along the fin suggested by this model, it
is more likely that heat transfer is limited by an increase in liquid
temperature which lowers the local AT.
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Fig. 10 Predicted temperature profile on 5 mm fins using one-
dimensional model for T,,,,=60°C, AP=4.08 atm (60 psig)

Spray Efficiency in the Single-Phase Regime. Calculating the
spray efficiency as defined in Eq. (9) yields further support for the
notion of an increasing liquid temperature

q
n=-
m[cp,l(Twall - Tspray) + hfg]

The latent heat term is included in the denominator of Eq. (9)
despite its application in the single-phase regime because evapo-
ration occurs when the environment surrounding the heater is at a
lower temperature than the heater itself. In fact, during the experi-
ment, condensation was observed on the 30°C copper coiling coil
at all reported wall temperatures. Additionally, a spray efficiency
calculation that excludes the latent heat term results in efficiencies
of >100% for much of the data, indicating the importance of the
latent heat term. The spray efficiency as defined in Eq. (9) is
shown as a function of fin length in Fig. 11. Lower nozzle pres-
sure resulted in a higher spray efficiency, most likely due to a
reduced impact velocity generating an increased residence time of
the droplets on the surface. This increased the evaporative heat
transfer despite any reduction in the convective heat transfer due
to lower droplet velocity. The spray efficiency also shows the
same trend at a wall temperature of 50°C as at 60°C, which
further supports the notion that boiling had yet to begin, even
though the wall temperature had elevated past the saturation tem-
perature of 56°C. Furthermore, the spray efficiency, like the heat
transfer enhancement, is seen to asymptotically approach an opti-
mum for a given wall temperature and nozzle pressure difference.
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Fig. 11 Spray efficiency as a function of fin length in the

single-phase regime
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Table 3 Temperatures required for dominant two-phase
effects

Fin length Approx. temp. at onset of boiling
(mm) (°C)

0 71

0.25 66

0.5 65

1 63

3 62

5 61

Two-Phase Effects. In many spray cooling studies, heat trans-
fer has been found to be primarily a single-phase phenomenon [8].
Usually, the supply of cold liquid is so high (in order to maximize
heat transfer) that there is little time for the heater to increase the
local liquid temperature. Liquid is swept away by fresh cold liquid
before it can heat up enough to generate a bubble. This suppres-
sion of nucleation due to the convective effect of liquid sweeping
across a flat surface has also been observed in flow boiling by
many researchers [23]. As a result, very high wall temperatures
are required to begin significant bubble nucleation. This phenom-
enon was observed in this study—the flat surface remains essen-
tially single-phase up to almost 20°C above the saturation tem-
perature of 56°C.

The finned surfaces entered the two-phase regimes at tempera-
tures closer to the saturation temperature (note lines in Figs. 4-6
and see Table 3). This may have been due to: (i) an increase in the
number of potential nucleation sites due to increased area, (ii) a
longer residence time (the liquid must travel down the fin and out
of the channel before leaving the hot structure), or (iii) channeling
of the liquid by the fins leaving the inner channels with sufficient
liquid but the outer channels partially starved. Furthermore, liquid
pooling may have occurred on portions of the fin that were shaded
from the impinging droplets. These shaded regions would have
seen no cool drops and are cooled by preheated liquid that might
form thicker pools, allowing nucleation to occur more easily. It is
also noteworthy that this sharp transition to the two-phase regime
occurred at a temperature that was independent of nozzle pressure
difference. This may indicate that geometry rather than residence
time was responsible for the earlier onset of boiling with the ad-
dition of microchannels.

Another interesting aspect of the two-phase regime was the
delayed transition toward CHF observed in the AP=1.36 atm
(20 psig) tests. The finned surfaces began to show a decrease in
their heat transfer coefficients around 71°C even though CHF is
not reached until over 90°C, indicating that dryout occurred
gradually. This may have been due to channeling of the spray,
which allowed the outer channels with less liquid to begin drying
out before the fluid-rich center channels.

Greater insight into the significance of the two-phase regime
can be gained by considering the spray efficiency. Typically, the
spray efficiency is defined as in Eq. (10); however, this makes no
allowance for superheating of the liquid or vapor.

q

7 m[cp,I(Tsal - Tspray) + hfg]
Our experimental data indicate significant vapor production
within the confines of the microchannels, and this vapor may have
been heated by dry portions of the channels as it escapes. A more
appropriate definition of spray efficiency would include the sen-
sible heat required to increase the vapor temperature from the
saturation temperature to the wall temperature as follows:

(10)

/ q
7 = (11)
m[cp,I(Tsat - Tspray) + Cp,v(Twall - Tsal) + hfg]
The vapor specific heat was estimated using the Yoneda method
[24,25] for organic compounds in the ideal gas state. This estimate
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Fig. 12 Spray efficiency as a function of wall temperature for
1.36 atm (20 psig) nozzle pressure difference

is based on the principle of group contribution in which the mol-
ecule (e.g., PF-5060 or C4Fy4) is decomposed into atom groups,
called functional groups. The inclusion of each functional group
results in a contribution to the specific heat, which is then esti-
mated by summing all group contributions. Only the effects of
nearest-neighbor atoms and geminal effects (the effects of atoms
separated by one atom) are included since more complicated mo-
lecular interactions are usually insignificant. The method results in
an expression of the specific heat as a function of temperature

Cpp=229.38+2.4998T - 0.001304172 (12)

The Yoneda method estimates a 4% standard deviation for the
specific heat estimation of fluorine compounds. Following this
procedure for CsF;, and comparing to NIST Standard Reference
Database 69 [26] resulted in agreement within 2.1%. Also note
that the liquid and vapor specific heats are similar (c,;
=1102 J/kgK, c,,=912 J/kg K at T, so the state of the fluid
being superheated is of little importance as long as a superheating
term is included in the efficiency definition.

The spray efficiencies are shown as a function of temperature in
Figs. 12-14. The mass flow rates used are based on the flow
incident on the top surface of the finned structure (see Table 2).
Although the spray efficiencies of the flat surface are characteris-
tically low, the efficiencies with microchannels appear to approach
an asymptote slightly less than the theoretical limit of unity. This
trend is particularly evident in the 1.36 atm data, while data at
higher temperatures are required at higher nozzle pressure differ-
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Fig. 13 Spray efficiency as a function of wall temperature for
2.72 atm (40 psig) nozzle pressure difference
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Fig. 14 Spray efficiency as a function of wall temperature for
4.08 atm (60 psig) nozzle pressure difference

ences. In the single-phase regime, spray efficiencies are low and
monotonically increase along with fin length. The onset of boiling
corresponds to a large increase in the spray efficiency, and since
the onset occurs at different temperatures for different channel
heights, the optimum fin length varies with temperature.

These findings indicate some important results. The efficiencies
of the finned surfaces for the 1.36 atm pressure difference collapse
onto a single curve as CHF is approached, and this single curve
indicates almost total evaporation of the incident spray. By chan-
neling the spray and forcing liquid to travel down the fins and
through the microchannels, it has sufficient residence time to heat
up to the wall temperature in the single-phase regime, or to the
saturation temperature and completely evaporate in the two-phase
regime. The very high spray efficiencies observed in this study are
likely due to the small scale of the microchannels along with the
relative sparseness of the spray. It may likely be confirmed that
given a greater flow rate, the heat transfer could be improved at
the expense of a decreased spray efficiency as shown by Pautsch
and Shedd [8] with flat surfaces and Silk et al. [17,18] with en-
hanced surfaces. However, spraying microchannels with a sparse
spray may be one way of improving thermal performance without
merely increasing the mass flow rate, which can be expensive in
terms of pump power, cost, and weight.

Conclusions

The addition of open microchannels has been shown to be a
very effective way of enhancing the thermal performance of a
spray cooled system. Performance was evaluated for 1.41
X 1.41 cm? heat sinks featuring a channel width of 360 um, a fin
width of 500 um, and fin lengths of 0.25 mm, 0.50 mm, 1.0 mm,
3.0 mm, and 5.0 mm. In the single-phase regime, where boiling is
nonexistent or negligible, longer fins had the best performance.
The relative performance enhancement decreased with increasing
fin length indicating that the optimal fin length would be only
slightly longer than 5 mm for the single-phase regime. A one-
dimensional fin model has been proposed to explain that the ap-
parent decrease in the heat transfer coefficient is likely due to an
increase in the local liquid temperature. This rise in the liquid
temperature was enough to promote at least some evaporation at
wall temperatures below T, The addition of fins served to pro-
mote the onset of boiling at lower wall temperatures than for the
flat surface, leading to improved heat transfer coefficients at lower
wall temperatures. As two-phase effects became dominant, the
performance of the 5 mm fins decreased relative to the 1 mm fins,
which may be due to evaporation of the spray near the fin tips and
the addition of a conduction resistance. Finally, the microchannel
surfaces approached CHF gradually, as shown in the 1.36 atm
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(20 psig) data, since dry out likely first occurred near the perim-
eter of the heater and moved from areas of low liquid flux to
regions with plentiful supply.
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Nomenclature
A = area (surface unless specified) (m?)
C = channel width (mm)
Cos = gas concentration
¢,; = specific heat (J/kg K)
o = nozzle orifice diameter (m)
dy; = Sauter mean diameter (m)
dyvp = mass median diameter (m)
h = heat transfer coefficient (W/m? K)
H = Henry’s constant (Pa™')
hy, = latent heat of vaporization (J/kg)
= thermal conductivity (W/m K)
L = fin length (m)
m = fin constant=(hP/k-A.)"* (m™")
m = mass flow rate (kg/s)
n = number of fins on heatsink=17
P = fin perimeter (m)
P, = saturation pressure (Pa)
P; = total pressure (Pa)
g = heat transfer (W)
q" = heat flux (W/cm?)
T = temperature (K)
Ty, = saturation temperature (°C)
Topray = downstream spray temperature (°C)
Twar = wall temperature (°C)
Ugrop = droplet breakup velocity (m/s)
Uypstream = Upstream liquid velocity (m/s)
W = fin width (mm)
x = position along fin or between thermocouples
(m)
AP = nozzle pressure difference (Pa)
AT = temperature difference (K)
n = spray efficiency
n' = spray efficiency including vapor sensible
heating
T'Tspray (K)
Twall'Tspray (K)
dynamic viscosity (N s/m?)
density (kg/m?3)
= surface tension (N/m), error (various)

0
O
M
p
o

Subscripts
¢ = cross-sectional
dT/dx = temperature gradient
flat = flat surface without microchannels
[ = liquid
v = vapor

Journal of Heat Transfer

References

[1] Yang, J. D., Chow, L. C., and Pais, M. R., 1996, “Nucleate Boiling Heat
Transfer in Spray Cooling,” ASME J. Heat Transfer, 118, pp. 668—-671.

[2] Chow, L. C., Sehmbey, M. S., and Pais, M. R., 1997, “High-Heat-Flux Spray
Cooling,” Annu. Rev. Heat Transfer, 8, pp. 291-318.

[3] Estes, K. A., and Mudawar, 1., 1995, “Comparison of Two-Phase Electronic
Cooling Using Free Jets and Sprays,” ASME J. Electron. Packag., 117, pp.
323-332.

[4] Estes, K. A., and Mudawar, 1., 1995, “Correlation of Sauter Mean Diameter
and Critical Heat Flux for Spray Cooling of Small Surfaces,” Int. J. Heat Mass
Transfer, 38(16), pp. 2985-2996.

[5] Horacek, B., Kim, J., and Kiger, K., 2004, “Spray Cooling Using Multiple
Nozzles: Visualization and Wall Heat Transfer Measurements,” IEEE Trans.
Device Mater. Reliab., 4(4), pp. 614-625.

[6] Horacek, B., Kiger, K., and Kim, J., 2005, “Single Nozzle Spray Cooling Heat
Transfer Mechanisms,” Int. J. Heat Mass Transfer, 48(8), pp. 1425-1438.

[7] Chen, R.-H., Tan, D. S., Lin, K.-C., Chow, L. C., Griffin, A. R., and Rini, D.
P., 2005, “Droplet and Bubble Dynamics in Saturated FC-72 Spray Cooling,”
Proc. of 2005 ASME International Mechanical Engineering Congress and Ex-
position, Orlando, Nov. 5-11, FL, Paper No. IMECE2005-80456.

[8] Pautsch, A. G., and Shedd, T. A., 2005, “Spray Impingement Cooling With
Single- and Multiple-Nozzle Arrays. Part I: Heat Transfer Data Using FC-72,”
Int. J. Heat Mass Transfer, 48, pp. 3167-3175.

[9] Potash, Jr., M., and Wayner, Jr., P. C., 1972, “Evaporation From a Two-
Dimensional Extended Meniscus,” Int. J. Heat Mass Transfer, 15, pp. 1851—
1863.

[10] Demiray, F., and Kim, J., 2004, “Microscale Heat Transfer Measurements
During Pool Boiling of FC-72: Effect of Subcooling,” Int. J. Heat Mass Trans-
fer, 47, pp. 3257-3268.

[11] Tilton, D. E., Tilton, C. L., Pais, M. R., and Morgan, M. J., 1992, “High-Flux
Spray Cooling in a Simulated Multichip Module,” Proc. of 1992 ASME Heat
Transfer Conference, ASME, New York, HTD-Vol. 206-2, pp. 73-79.

[12] Ortiz, L., and Gonzalez, J. E., 1999, “Experiments on Steady-State High Heat
Fluxes Using Spray Cooling,” Exp. Heat Transfer, 12, pp. 215-233.

[13] Kendall, C. M., and Holman, J. P., 1996, “Spray Cooling Heat-Transfer With
Subcooled Trichlorotrifluoroethane (Freon-113) for Vertical Constant Heat
Flux Surfaces,” Proc. of ASME Heat Transfer Division, Vol. 2, HTD-Vol. 333,
ASME, New York, pp. 159-179.

[14] Chen, R. C., Chow, L. C., and Navedo, J. E., 2002, “Effects of Spray Char-
acteristics on Critical Heat Flux in Subcooled Water Spray Cooling,” Int. J.
Heat Mass Transfer, 45, pp. 4033-4043.

[15] Lin, L., and Ponnappan, R., 2003, “Heat Transfer Characteristics of Spray
Cooling in a Closed Loop,” Int. J. Heat Mass Transfer, 46, pp. 3737-3746.

[16] Pais, M. R., Chow, L. C., and Mahefkey, E. T., 1992, “Surface Roughness and
Its Effects on the Heat Transfer Mechanism in Spray Cooling,” ASME J. Heat
Transfer, 114(1), pp. 211-219.

[17] Silk, E. A., Kim, J., and Kiger, K., 2005, “Spray Cooling Trajectory Angle
Impact Upon Heat Flux Using a Straight Finned Enhanced Surface,” Proc. of
HT2005: ASME 2005 Heat Transfer Summer Conference, July 17-22, San
Francisco, ASME, New York, ASME Paper No. HT2005-72634.

[18] Silk, E. A., Kim, J., and Kiger, K., 2006, “Spray Cooling of Enhanced Sur-
faces: Impact of Structure Surface Geometry and Spray Axis Inclination,” Int.
J. Heat Mass Transfer, 49, pp. 4910-4920.

[19] Sodtke, C., and Stephan, P., 2005, “Spray Cooling Heat Transfer on Micro
Structured Surfaces,” Proc. of 6th World Conference on Experimental Heat
Transfer, Fluid Mechanics, and Thermodynamics, April 17-21, Matsushima,
Miyagi, Japan.

[20] Ghodbane, M., and Holman, J. P., 1991, “Experimental Study of Spray Cool-
ing With Freon-113,” Int. J. Heat Mass Transfer, 34, pp. 1163-1174.

[21] Rybicki, J. R., and Mudawar, 1., 2006, “Single-Phase and Two-Phase Cooling
Characteristics of Upward-Facing and Downward-Facing Sprays,” Int. J. Heat
Mass Transfer, 49, pp. 5-16.

[22] Incropera, F. P., and DeWitt, D. P., 2002, Fundamentals of Heat and Mass
Transfer, 5th ed., Wiley, New York, p. 133.

[23] Chen, J. C., 1966, “Correlation for Boiling Heat Transfer to Saturated Fluids in
Convective Flow,” Ind. Eng. Chem. Prod. Res. Dev., 5(3), pp. 322-339.

[24] Yoneda, Y., 1979, “An Estimation of the Thermodynamic Properties of Or-
ganic Compounds in the Ideal Gas State. I. Acyclic Compounds and Cyclic
Compounds With a Ring of Cyclopentane, Cyclohexane, Benzene, or Naph-
thalene,” Bull. Chem. Soc. Jpn., 52(5), pp. 1297-1314.

[25] Reid, R. C., Prausnitz, J. M., and Poling, B. E., 1989, The Properties of Gases
& Liquids, 4th Ed., McGraw-Hill, New York, pp. 157-167.

[26] Lemmon, E. W., McLinden, M. O., and Friend, D. G., 2005, “Thermophysical
Properties of Fluid Systems,” NIST Chemistry WebBook, NIST Standard Ref-
erence Database Number 69, Linstrom, P. J., and Mallard, W. G., eds. June,
National Institute of Standards and Technology, Gaithersburg MD, http:/
webbook.nist.gov.

AUGUST 2007, Vol. 129 / 1059



Aspect Ratio Effect on Natural
Convection Flow in a Cavity
Submitted to a Periodical

Nader Ben Cheikh

e-mail: nader_bc@yahoo.fr
Brahim Ben Beya
Taieb Lili

Temperature Boundary

The effect of aspect ratio on natural convection flow in a cavity submitted to periodic
temperature boundary, is investigated numerically. The temperature of the heated wall is
either maintained constant or varied sinusoidally with time while the temperature of the

opposite vertical wall is maintained constant. The results are given for a range of varied
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parameters as Rayleigh number (5 X 10°<Ra<10°), cavity aspect ratio (1/6<A<8),
and period of the sinusoidally heated wall (1< 7<1600). The amplitude of oscillation
(a=0.8) and the Prandtl number (Pr=0.71) were kept constant. The results obtained in

the steady state regime show that the heat transfer averaged over the cold wall is maxi-
mum when the aspect ratio is in the range 1 <A <2. In the case of a periodic tempera-
ture boundary, it is shown that the deviation between the mean heat transfer and the heat
transfer of the constant heated case is larger for shallow cavities.
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Keywords: natural convection, heat transfer, sinusoidal heating, aspect ratio

1 Introduction

During these last years, numerous theoretical and experimental
studies on natural convection in enclosures have been carried out.
From practical and industrial points of view, the interest is justi-
fied by its many applications which include heating and cooling of
buildings, grain storage, energy drying processes, etc. Represen-
tative reviews of these applications and other convective heat
transfer applications may be found in the recent books by Bejan
and Kraus [1], Ingham and Pop [2], and Vafai [3]. Most of the
published works in natural convection in enclosures considers
steady-state flows. However, in many applications such as
bioengineering, chemical engineering, solar energy collectors, or
cooling of electronic equipment, the thermal boundary conditions
vary with time. Time-dependent boundary conditions are also
present in building heat transfer due to the changing ambient con-
ditions and the intermittent usage of the heating system.

Patterson and Imberg [4] studied the unsteady natural convec-
tion in an enclosure whose left and right wall temperatures are
suddenly changed by +AT and —AT, respectively. The transient
behavior of a rectangular enclosure in which the temperature of
one side wall is changed suddenly, while the remaining walls are
adiabatic, was studied by Nicolette et al. [5] and Hall et al. [6]. In
the same topic, Vasseur and Robillard [7] investigated the case of
a transient natural convection in a rectangular enclosure with end
walls submitted to a continuous decreasing temperature at a con-
stant rate. The works of Schladow et al. 8], who studied the case
of an enclosure in which the driving wall temperature is ramped in
a linear fashion, revealed that such a changing wall temperature
had a negligible effect on the predicted flow and temperature
fields.

In 1991, Kazmierczak and Chinoda [9] studied numerically the
effect of a periodically changing wall temperature in a square
cavity. Their investigation showed that the time-averaged heat
transfer across the enclosure is insensitive to the time-dependent
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boundary condition. Lage and Bejan [10] investigated the case of
natural convection in a square enclosure with one side cold and
isothermal, and the other side heated with pulsating heat flux.
They showed that the buoyancy induced circulation resonates to a
certain frequency of the pulsating heat input, a frequency which
depends on the Rayleigh and Prandtl numbers.

Recently, a comparative study of a transient natural convection
in a square cavity was conducted by Lakhal et al. [11]. They
showed that the mean heat transfer is more efficient in the case
where the temperature of the hot wall varied with a pulsating
manner than sinusoidally. Abourida et al. [12] investigated the
case of a square cavity where the temperature of the heated wall
varied sinusoidally with time while the temperature of the oppo-
site vertical wall is either maintained constant or varied sinusoi-
dally with time. They concluded that the case of the two tempera-
tures varying in opposition of phase, favors the heat transfer
through the cold wall.

More recently, Semma et al. [13] studied numerically the effect
of thermal fluctuations on a vertical Bridgman configuration con-
taining a fluid with a low Prandtl number. They showed that the
velocity and temperature oscillations are very sensitive to the hot
temperature fluctuations for low frequencies. They also identified
the existence of a critical frequency for which the heat transfer
from the cold wall reached a minimum value. Saeid and Moha-
mad [14] investigated numerically the free convection from a ver-
tical heated plate in a porous medium and studied the effect of the
sinusoidal plate temperature oscillation. They reported that in-
creasing the amplitude and the frequency of the oscillating surface
temperature decreased the free convection heat transfer from the
plate. Many other interesting papers which also deal with
oscillation-induced heat transport and sinusoidal thermal bound-
aries may be found in Refs. [15-23].

The majority of the studies cited above on transient natural
convection submitted to variable thermal boundaries, considered
enclosures with a fixed aspect ratio and generally considered the
case A= 1. The aim of this paper is to study numerically natural
convection in a cavity submitted to a periodic temperature bound-
ary for a wide range of aspect ratios including the case A<<1
(shallow cavities). The temperature of the heated wall is either
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Fig. 1 Schematic diagram of the physical model and coordi-
nate system

maintained constant or varied sinusoidally with time while the
temperature of the opposite vertical wall is maintained constant.
The study is conducted for different values of the Rayleigh num-
ber. The flow patterns, the temperature distributions, and the heat
transfer rates are analyzed and discussed.

2 Mathematical Formulation

A schematic representation of the system under investigation is
shown in Fig. 1, where W is the width and H the height of the
enclosure. The enclosure aspect ratio is A=H/W and takes on the
range 1/6 <A <8. The gravity vector is directed in the negative y
coordinate direction, and the Boussinesq approximation is as-
sumed to be valid.

The nondimensional governing equations for the time-
dependent thermal convection problem are the incompressible
Navier—Stokes equations, conservation of mass, and the energy
equation

ou:
Zioo (i=1,2) (1)
ox;
du;  Nuuy F) Pr & u,
d ) dp P T s 1) @
ot x; ox; Ra dx;ox;
and
30 u,6 1 70
I : (i=1,2) 3)
ot 8x,« \\‘Ra . Pr 0xiﬁxi

where u;=(u,v), p, and 6 are the velocity, the deviation from the
hydrostatic pressure, and temperature, respectively; and J;; the
Kronecker symbol. These nondimensional equations where ob-
tained using the characteristic length W, velocity scale u,
=\gBWAT, time scale ty=W/uy, and pressure scale p0=pu§.
Here, p is the mass density, g the gravitational acceleration, and 8
the coefficient of thermal expansion. The nondimensional tem-
perature is defined in terms of the wall temperature difference and
a reference temperature as

T-T,

~

0= 4)

=l
e

where

Fh+T‘.
T.=—F— 5
== (5)

Fh is the averaged temperature of the hot wall, and T is that of the
cold wall. The Rayleigh number and Prandtl number are, respec-
tively
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Ra (6)
v
and
Pr=— (7)
a

where « is the thermal diffusivity; v the kinematic viscosity; and
AT=T,-T, the temperature difference between the hot and cold
walls.

The enclosure boundary conditions consist of no-slip and no-
penetration walls, i.e., u=v=0 on all four walls. The thermal
boundary conditions on the left and right walls are

(2t
0|,-o= 6,=0.5+asin| — (8)
T

Oy =6,=-0.5 )

where a is the amplitude and 7 the period of the thermal excita-
tion. The top and bottom horizontal walls are adiabatic as shown
in Fig. 1.

At each instant, the heat flux averaged over the cold wall is

defined by
! j 90y,
Nu,=-— —_—
A, ox

For the established periodical regime, the mean heat transfer
through the cold wall is evaluated on one period by the expression

dy (10)

x=1

Nu, = lf e Nu,(r)dr (11)

eJo
where 7, is the period of the excited flow.
Streamlines are adopted here to study the mass transport prin-
ciple. According to the continuity equation, the corresponding di-
mensionless streamfunction, ¢, is defined by

W %

=-v, —=u

ox dy
with =0 on the cavity boundary.

(12)

3 Numerical Method

The unsteady Navier—Stokes and energy equations are dis-
cretized by a second-order time stepping of finite difference type.
The nonlinear terms in Eq. (2) are treated explicitly with a second-
order Adams-Bashforth scheme. The convective terms in Eq. (3)
are treated semi-implicitly while viscous terms in both Egs. (2)
and (3) are treated implicitly.

A fractional step method (or projection method) [24], is used to
solve the Navier—Stokes equations. An intermediate velocity is
first computed and later updated for satisfaction of mass continu-
ity. In the intermediate velocity field the old pressure is used. A
Poisson equation, with the divergence of the intermediate velocity
field as the source term, is then solved to obtain the pressure
correction and the real velocity field.

A finite-volume method [25] is used to discretize the Navier—
Stokes and energy equations. The advective terms are discretized
using a QUICK third-order scheme [26] in Eq. (2) and a second-
order central differencing one in Eq. (3).

The discretized momentum and energy equations are resolved
using the red and black successive over relaxation method (RB-
SOR), while the Poisson pressure correction equation is solved
using a multigrid method [27]. The convergence of thenumerical
results is established at each time step according to the following
criterion
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Table 1 Convergence of average Nusselt humber with grid

refinement
Grid size
32X32 40X 40 52X 52
Nu, 5.118 5.049 4.998
— 2 —
V(S X -1 3 x5 <10 (13)

where X stands for u, v, p, or 8 and k is the iteration level.

In order to ensure grid-independent solutions, a series of trial
calculations for the case A=1, a=0.8, 7=10, and Ra=10> were
conducted for different uniform grid distributions, i.e., 32X 32,
4040, and 52X 52. Table 1 shows the convergence of the time
averaged Nusselt number, Nu,, at the cold wall with grid refine-
ment. It is observed that difference between the results of grid
40X 40 and that of grid 52 X 52 is less than 1.02%. Consequently,
to optimize appropriate grid refinement with computational effi-
ciency, grid 40 X 40 was chosen for all computations related to the
sinusoidal heating case for A=1. For the other aspect ratios, a
proportionately larger number of grids are used as shown in Table
2. According to the Rayleigh number and the aspect ratio, the time
step was taken in the interval 0.01 <Ar=<0.04.

The present numerical model was checked for accuracy against
the published numerical solution of Kazmierczak and Chinoda [9]
and Abourida et al. [12] for natural convection of water (Pr=7) in
a square cavity heated sinusoidally from the vertical wall. A com-
parison of the time averaged Nusselt number Nu,. is given in Table
3 (Test 1), with the results of Refs. 9 and 12. As seen, our results
are in good agreement with those of the literature. It should be
noted that the scaling is different in the present investigation, so
that appropriate conversions are used for comparison. Our code
was also validated (on a relatively fine grid (96 X 480)) against the
benchmark solution of Xin and LeQuéré [28] for the case of a
time dependent natural convection in a differentially heated tall
enclosure (A=8) at Ra=3.4 X 10°. The relative differences in the

Table 2 Grid sizes for the different aspect ratios

A 8 6 LS 7
Grid nodes 48 X 240 40X 176 40X 120 40 X 80
A 1 1/2 1/4 1/6

Grid nodes 40 X 40 80X 40 120X 40 176 X 40

Table 3 Comparison of the present results with those of Refs.
[9,12,28]

Test 1
a T Present work  Published work®  Published work®
0.4 0.01 5.43 5.41 5.48
0.8 0.01 5.61 5.58 5.67
0.4 0.005 5.38 5.36 5.43
Test 2
Present work  Published work®  Difference (%)
Nu, 458179 457946 0.05
AN, 0.007104 0.007100 0.05
Period 3.41600 3.41150 0.13

“See Ref. [9].
®See Ref. [12].
See Ref. [28].
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mean Nusselt number, N_uc, the amplitude of N_uc AN_uC, and the
period of the flow are reported in Table 3 (Test 2) and shows
excellent agreement.

4 Results and Discussion

4.1 Constant Heating. As a representative case, streamlines
and isotherms at a Rayleigh number of 10* and for various aspect
ratios are presented in Figs. 2 and 3. For all investigated aspect
ratios, the flow structure is dominated by a primary negative cell
rotating in a clockwise direction and located in the center of the
enclosure. The intensity of these cells increases with aspect ratio
but remains relatively weak for A=<1/4. For these aspect ratios
and for moderate values of Rayleigh number (Ra=10%), conduc-
tion is the principal mode of heat transfer. Indeed, in the isotherm
contours related to A=1/6 and 1/4, equal horizontal thermal gra-
dients may be observed. For bigger values of A, the isotherm plots
become more concentrated toward the active walls indicating the
presence of big temperature gradients there.

The Nusselt number Nu, defined in Eq. (10), has been numeri-
cally calculated for different values of Rayleigh number, 5 X 103
<Ra=<10°. It should be noted here that the considered Rayleigh
numbers are chosen lower than 2 X 10° in order to ensure a steady
state for all aspect ratios. It was observed that Nu,. increases with
A until reaching a peak, and then decreases again. For 4 X 10*
<Ra=<10°, the maximum heat transfer rate is obtained at A=1,
while for 5X 10°*<Ra=<3 X 10% this maximum is obtained at A
=2. This phenomenon is in good agreement with the results given
by Frederick [29] who reported that the maximum heat transfer
was located at values of A between 1 and 2 and occurs at higher
values of A when the Rayleigh number decreases.

The numerical results obtained for the average Nusselt numbers
Nu, are expressed through correlations put in the form

Nu, = 0.095 X A047 % (log,, Ra)(2486—0.64x047f‘) (14)

for aspect ratios in the range 4 <A <28 and Rayleigh numbers in
the range 5X 103<Ra<10°. For lower values of A, simple mo-
nomial correlations were obtained

Nu,=0.195 X Ra®?’ forA=2and 5 X 10°<Ra< 10°

(15)
Nu,=0.127 X Ra®3! forA=1and 5 X 10* <Ra < 10
(16)
Nu,=0.018 X Ra’** for A=1/2 and 10* <Ra < 10’
(17)

Note that Eq. (14) was obtained by a combination of three equa-
tions in a similar form of Egs. (15)—(17).

4.2 Sinusoidal Heating. In this section, we study the case
where the left wall is sinusoidally heated. We remind that the
thermal signal imposed on the left wall is defined by

. (2711)
6,=0.5+asin| —
r
As a representative case, streamlines and isotherms plots related
to A=1/2 will be presented on a cycle in order to illustrate the
behavior of the flow against the imposed thermal excitation. Nu-
merical solutions are obtained for Ra=10* and 103 and one fixed
amplitude a=0.8, for periods included between 1 and 1600, and
for aspect ratios in the range 1/6 <A <8. An additional Rayleigh
number of Ra=10% is investigated for shallow cavities corre-
sponding to 1/6 <A =<1/2. All results were obtained from an ini-
tial steady state related to the corresponding Rayleigh number.

4.2.1 Effect of Period. As a representative case, results related
to A=8 and Ra=10" are presented in this section. Figures 4(al),
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Fig. 2 Streamlines (left) and isotherms (right) for Ra=10%, for aspect ratios A=8, A=6, A=4, and A=2

4(b1), and 4(c1) show the time evolution of the extreme stream
functions (i, and ¢, and Nu, as a function of period 7, (30
< 7=120). These figures show that the plotted lines have a peri-
odical response with the same period 7 imposed on the hot wall,
and confirm the same phenomenon observed by Abourida et al.
[12]. The sinusoidally oscillations behavior is preserved in the
evolution of Nu, and #;,;, but not in ¢,,,, evolution. In fact, the
presence of the periodical boundary condition generates the appa-
rition of a secondary positive recirculation cell (i, # 0) during a
part of the cycle. The apparition and disappearance of this cell
during a cycle modify meaningfully the global structure of the
flow and particularly the extreme stream functions fluctuations.
The amplitude of Nu,, (Fig. 4(a2)), increases in a monotonous
manner for periods included between 7 and 100. Beyond the pe-

Journal of Heat Transfer

riod 7=100, an asymptotic behavior is observed. Figure 4(2)
shows that the amplitude of #,,,, presents a peak for a period
close to 10. This amplitude is relatively weak for periods lower
than 5 and greater than 100. Otherwise, the amplitude of ;.
(Fig. 4(c2)), increases with the period in a considerable manner,
reaching a maximum value when 7=24 and then tends toward a
limit value.

4.2.2  Flow Structure. We analyze now the flow structure at
Ra=10* related to a thermal fluctuation of period 7=20 and an
aspect ratio A=1/2. Figure 5 shows the streamlines evolution
plotted at ten different times over the duration of one cycle. Time
increases from Fig. 5(a) to Fig. 5(j) in equal increments
(1710 cycle). It is to be noted that this sequence repeats itself, and

AUGUST 2007, Vol. 129 / 1063
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Fig. 3 Streamlines and isotherms for Ra=10%, for aspect ratios 1/6 <A<1

the very next streamline plots generated following Fig. 5(j) are
identical to Fig. 5(a). The apparition of a secondary recirculation
cell rotating in the counter clockwise direction may be observed
during a part of the cycle (Figs. 5(f)-5(i)). The intensity of this
cell increases, remaining secondary in comparison to the primary
large cell which rotates in a clockwise direction. A similar behav-
ior has been reported by Kazmierczak and Chinoda [9] who stud-
ied the transient natural convection in a square cavity submitted to

Y min
'
=3
[N

1 1 1 ]
850 900 950 1000
Dimensionless time

a sinusoidal boundary condition on the hot wall. As explained by
these authors, the apparition of the positive cell is attributed to the
existence of a portion of fluid, near the hot wall, warmer than the
hot wall temperature, which provokes a heat transfer toward the
outside of the enclosure via the hot wall. This phenomenon of
back heat flow is confirmed by the isotherms plots (Figs.
6(f)—6(i)). During the remaining part of the cycle (Figs. 5(j) and
5(a)-5(c)), the positive secondary cell disappears and yields its
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Fig. 4 Evolution and amplitude of Nu., i, and ¢,.x related to aspect ratio A=8
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Fig. 7 Time-averaged values: Nu,, #may, and || according
to aspect ratio A for 20=<r=<160 and Ra=10*

place to two negative cells that fuse at the end of the cycle. This
phenomenon of back heat transfer is also observed at other aspect
ratios and for a higher value of Rayleigh number (Ra=10°).

4.2.3 Time-Averaged Values. The time-averaged quantities

Nug, #maxs @and |¢hyin| according to the aspect ratio A for different
periods 20< 7<160 and a Rayleigh number of Ra=10* are pre-
sented in Fig. 7. We remark (Fig. 7(a)) that the periodical heating
case causes an increase of the mean heat transfer in comparison to
the constant heating case, and this for the different considered
aspect ratios as well as the different considered periods. The maxi-
mum deviation from the steady-state regime will be discussed in

detail in the next paragraph. Figure 7(b) shows variations of .
according to the aspect ratio and reveals that the intensity of the
positive cells increases with the aspect ratio. These intensities are
as much smaller as the exciting period 7 is greater. In an analo-
gous manner, Fig. 7(c) shows that the periodical heating case de-
creases slightly the negative cell intensities in comparison to the
constant heating case for all considered aspect ratios.

Time-averaged values of Nu, are presented in Figs. 8(a)-8(d)
as a function of period 7 for Ra=10* and 10° for two representa-
tive cases of aspect ratios, A=2 and A=1/2. It is observed that the
mean heat transfer, Nu,, increases with 7 until reaching a peak,
then decreases tending asymptotically toward a constant value.
This peak corresponds to a resonance phenomenon which appears
at period, 7,.

The determination of the critical period 7, was performed as
follows. Large values of period step, A7, were first used to detect

A4 03 02 00 0 01 02 03 04 05 06 07 08 09 1 L1 12

Fig. 6 Isotherms for Ra=10% A=1/2, and 7=20 at ten equal an approximate value of the critical period 7,, 77, Once that value
increments was obtained, a period step of A7=2 was used around all periods
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Fig. 8 Time-averaged Nusselt number according to period, 7, for aspect ratios A=1/2 and A

=2 related to Ra=10* and Ra=10°

close to ;, Most of the different values of the period were con-
sidered in the range 8<7<80 (approximately 22 values). For
100= 7= 1600, and according to the asymptotic behaviors of Nu,
in that range, only 5-7 periods were generally considered.

The value of 7, strongly depends on the aspect ratio and the
Rayleigh number. Indeed, for A=2, 7(Ra=10"=16 and 7.(Ra
=10%)=10, while for A=1/2, 7,(Ra=10%)=r,(Ra=10°)=30. Val-

ues of 7, are reported in Table 4 for all the simulations along with
the maximum values of Nu., Nu,.,.. the asymptotic values of
Nu,, Nu,.., and the maximum percentage increase above the con-
stant heating solution, P;,.. Results show that for tall cavities, i.e.,
A>1, the percentage increase is rather weak and does not exceed
10% while for shallow cavities (A <1), the percentage increase
may reach 20%. For a low Rayleigh number (Ra=10% and for

Table 4 Resonance period, maximum time averaged Nusselt number, asymptotic time aver-
aged Nusselt number, and percentage increase above the constant heating case for Ra=10*

and Ra=105
Ra=10* Ra=10°

Nucmux PiﬂC NquﬂX Piﬂc

Aspect ratio, A 7, (Nu,..) (%) 7, (Nu,..) (%)

1/6 — 1.000 0.00 34 1.040 2.66
(1.000) (1.025)

1/4 16 1.049 4.66 54 1.517 21.07
(1.006) (1.429)

1/2 30 1.483 14.10 30 4.356 15.05
(1.447) (4.143)

1 17 2.472 9.38 9 5.066 9.79
(2.413) (4.937)

2 16 2.527 6.91 10 4.767 9.15
(2.498) (4.627)

4 30 2.269 7.03 19 4.227 7.97
(2.250) (4.127)

6 38 2.067 6.97 24 3.897 7.44
(2.053) (3.818)

8 44 1.918 7.13 28 3.585 6.15
(1.906) (3.560)
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Table 5 Same quantities as in Table 4 for Ra=10°
Ra=10°

NuL'max Pinc

Aspect ratio A T, (Nu,..) (%)

1/6 82 2.779 41.96
(2.510)

1/4 46 6.934 24.44
(6.407)

1/2 62 9.955 11.15
(9.625)

A=1/6, the sinusoidal heating has no effect on heat transfer rate
through the cold wall. Indeed, for all the values of 7, considered in
the interval 1< 7,<1600, Nu, values oscillated around values
very close to that of the steady-state case and no particular reso-
nance period could be detected. By increasing the Rayleigh num-
ber at 10°, a difference of 2.66% was observed for A=1/6. For
cavities of aspect ratio 2<A <28 and for both Rayleigh numbers
(Ra=10* and 10%), a correlation is detected between 7, and the
aspect ratio A. The resonance period 7, is expressed as a function
of the aspect ratio through the simple correlation equation in the
form

(18)

The dimensionless correlation equations obtained for Ra=10* and
107 are, respectively

7,=46.50 X log,o(A) +2.00

T.=blogo(A) + ¢

(19)
and
7,=29.89 X log;o(A) + 1.00 (20)

For aspect ratios equal to or lower than 1, no obvious correla-
tion between 7, and A has been detected. However, it is in these
ranges of aspect ratios that maximum values of P;,. were reached.
Indeed, for A=1/2 at Ra=10% P;,,=14.1% and for A=1/4 at
Ra=10°, P;,,=21.07%. For aspect ratios <1/2, P;,, may reach
some even more higher values. Indeed, for Ra=10°, the percent-

(a)

age increase above the constant heating case reached 41.96% at
A=1/6 and was obtained for a resonance period of 7,=82. Quan-
tities, 7., Nt x> NUp., and Py, for 1/6<A<1/2 at Ra=10° are
summarized in Table 5.

Hence, the maximum heat transfer enhancement moves to
lower aspect ratios as the Rayleigh number increases. This may be
explained by the fact that for lower aspect ratios, the maximum
size of the secondary positive cell (MaxSPC) becomes flatter, thus
dragging more heat closer to the cold wall. By comparison to
higher aspect ratios, the MaxSPCs are less flattened against the
hot wall and thus less heat is dragged by convection to the cold
wall (see Fig. 9). Notice that by increasing the Rayleigh number
(Figs. 9(a) and 9(b)), the intensity of both positive and negative
eddies and the MaxSPC also increased, entraining an increase of
the mean heat transfer in the enclosure. o

Finaly, it is observed (see Table 4 and 5) that values of Nu,., are
very close to that of Nu,,,, whatever the considered aspect ratio
or Rayleigh number. This means that for periods greater than 7,
the time averaged heat transfer does not change significantly and
keeps a value relatively close to that obtained at the critical pe-
riod, 7,.

5 Conclusions

Natural convection in a differentially heated enclosure, where
the temperature of the heated wall is either constant or varied
sinusoidally with time, was investigated and analyzed numerically
for a range of Rayleigh number, cavity aspect ratio, and period of
the sinusoidally heated wall. The flow and thermal fields and
minimum/maximum values of the stream function and the time-
averaged Nusselt number have been presented for several repre-
sentative cases. In the case of constant heating, the heat transfer
rate through active walls was maximum for A=1 when 4 X 10*
<Ra<10> and A=2 when 5.10°<Ra<3 X 10*. Some correla-
tions between Nusselt number and both aspect ratio and Rayleigh
number have been presented and showed good agreement with
previous numerical results.

For the case of sinusoidal heating, it was observed that the flow
varied with the same period of the hot wall. A secondary cell
periodically appeared near the hot wall of the enclosure and the
negative cell intensities decreased in comparison to the constant
heating case. The secondary cell is situated in the upper left corner

(¢)

Fig. 9 Maximum secondary positive cell sizes (solid lines) at =7,: (a) Ra=10° and A=1/6; (b)

Ra=10° and A=1/6; and (c) Ra=10° and A=4
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for tall cavities and in the center left side for shallow ones. Its
intensity strongly depends on the exciting temperature period and
the aspect ratio. As far as the space-averaged Nusselt number is
concerned, the amplitude of its oscillation decreased with distance
into the enclosure. For low values of period of the hot wall tem-
perature, the amplitude became nearly constant at the cold wall.
By increasing the period, the amplitude of the Nusselt number at
the cold wall also increased until reaching the same value as the
one at the hot wall. For an intermediate value of the period, the
time-averaged Nusselt number reached a maximum value corre-
sponding to a resonance period. The increase of the time-averaged
heat transfer through the cold wall, in comparison to the constant
heating case, was in the range of 10% for cavities of aspect ratio
A=1. For shallow cavities, this percentage was enhanced and
reached a value of 40% for A=1/6 and for Ra=10°.
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Nomenclature

A = cavity aspect ratio, =H/W

a = dimensionless amplitude of the hot wall tem-
perature variation

g = gravitational acceleration

H = cavity height

Nu, = instantaneous Nusselt number

p = nondimensional pressure

Pr = Prandtl number, =v/«

Ra = Rayleigh number, =g BATW?/ va
t = nondimensional time

At = nondimensional time step
T = fluid temperature

T, = temperature of the hot wall

T. = temperature of the cold wall
AT = temperature difference
(4,v) = non-dimensional velocity components along
(x,y) axes
W = cavity width
(x,y) = non-dimensional Cartesian coordinates

Greek Letters
a = effective thermal diffusivity
B = coefficient of thermal expansion
6;j = Kronecker symbol
6 = nondimensional temperature
v = kinematic viscosity
p = fluid density
7 = nondimensional period
7. = nondimensional critical period
¢y = nondimensional stream function

Subscripts
¢ = cold wall
h = hot wall
i,j = nodal location
max = maximum
min = minimum

Superscript
— = denoting a quantity averaged over time
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Discontinuous Finite Element
Approach for Transient Radiative
Transfer Equation

A discontinuous finite element method based on the discrete ordinates equation is ex-
tended to solve transient radiative transfer problems in absorbing, emitting, and scatter-
ing media. The fully implicit scheme is used to discretize the transient term. Three nu-
merical examples are studied to illustrate the performance of this discontinuous finite
element method. The numerical results are compared to the other benchmark approxi-
mate solutions. By comparison, the results show that the discontinuous finite element
method is efficient, accurate, and stable, and can be used for solving transient radiative
transfer problems in participating media. Because the continuity at interelement bound-
aries is relaxed in discontinuous finite element discretization so that field variable is
considered discontinuous across the element boundaries. This feature makes the discon-
tinuous finite element method able to predict the correct propagation speed within me-
dium and accurately capture the sharp drop in the incident radiation and the radiative
heat flux at the penetration front. [DOIL: 10.1115/1.2737477]

Keywords: transient radiative transfer, semitransparent medium, discontinuous finite el-

ement method

1 Introduction

In the past decade, due to the availability of short-pulse lasers,
transient radiative transfer (TRT) in participating media has re-
ceived considerable attention in many emerging applications. The
recent developments in microscale systems [1], pulsed laser inter-
action with materials [2,3], optical tomography [4,5], laser therapy
[6], and other applications have indicated that TRT is an important
process which requires rigorous study. A detailed review dealing
with various aspects of the TRT caused by the irradiation of short-
pulse lasers was given by Kumar and Mitra [7].

Recently, many numerical methods for solving TRT have been
developed. Brewster and Yamada [8] reported a computational
and experimental investigation regarding the feasibility of deter-
mining optical properties of turbid media from picosecond time-
resolved light-scattering measurements in conjunction with diffu-
sion theory predictions and Monte Carlo (MC) simulations. Guo
et al. [9] simulated three-dimensional TRT for short pulse laser
transport in scattering and absorbing media by the MC method.
The simulation results were compared to the experimental values
of 60 ps pulsed laser transmission in scattering media. Good
agreement between the MC simulation and experimental measure-
ment was found. In order to reduce the computational time, Lu
and Hsu [10] employed the reverse (backward) MC method to
solve a one-dimensional TRT problem in participating media. Wu
and Wu [11], Wu [12], Wu and Wu [13], Tan and Hsu [14], and
Tan et al. [15] used a time-dependent integral equation (IE) for-
mulation to develop a modeling method of TRT. At present, the
MC and the IE methods are two of the most accurate solution
methods available to date for TRT, and often taken as the bench-
mark to develop or validate new methods for solving TRT. How-
ever, they are found to be computational time and memory inten-
sive, especially for the case of complex geometry.
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The discrete ordinates method (DOM) and the finite volume
method (FVM), because of their general applicability and their
ability to treat complex geometry, are, today, probably two of the
most popular methods to solve steady-state radiative transfer in
semitransparent medium. Very recently, the DOM and FVM were
extended to solve TRT. Chai [16,17] and Chai et al. [18] used the
FVM to calculate transient radiative transfer within a semitrans-
parent media. Because of hyperbolic wave characteristics of the
TRT equation, the propagation speed of light within medium is
predicted with some inaccuracies with the traditional DOM and
the FVM. A special high-order upwind difference scheme, for
example, piecewise parabolic scheme, or total variation diminish-
ing scheme is needed to handle the discontinuity at the wave front.
Following this way, Sakami et al. [19,20] developed a time-
dependent DOM with a piecewise parabolic scheme to analyze
ultrashort light pulse propagation in a two-dimensional anisotrop-
ically scattering medium.

Recently, Cui and Li [21-23] introduced a discontinuous finite
element method (DFEM) to solve steady-state radiative heat trans-
fer in semitransparent medium with uniform refractive index.
Their numerical results show that the DFEM has good accuracy
and excellent numerical behavior. The DFEM was originally in-
troduced by Reed and Hill [24] for the solution of the neutron
transport, in which the continuity at interelement boundaries is
relaxed so that field variable is considered discontinuous across
the element boundaries. This feature makes the DFEM being a
local method (no global matrix needs to be assembled) with
higher-order accuracy and geometric flexibility [25,26]. There-
fore, the DFEM is particularly powerful for convection-dominated
problems, in which the solutions develop sharp fronts, and also for
hyperbolic type of problems. In this paper, we extend the DFEM
to solve transient radiative heat transfer problems in semitranspar-
ent medium. Three numerical examples are studied in order to
illustrate the performance of the DFEM in solving transient radia-
tive transfer problems.

2 Mathematical Formulation

2.1 Transient Radiative Transfer Equation. Consider tran-
sient radiative transfer in an enclosure filled with a semitranspar-
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ent media. By the linearization of source term [27], the discrete
ordinates equation of transient radiative transfer can be written as

lim my pm ﬁq)m,m mlm = e I
o +s + Ka+KS—47T w =K 1,
M
K ’ ’ ’
+ 47; 2 I mmym (])
m'=1,m'#m
with boundary conditions
I’v? = ewlbw |Wm (2)
n,-s” >0

Here, ¢ is the propagation speed of light in medium, / is the
radiative intensity, [, is the blackbody radiative intensity at the
temperature of the medium, «, and k; are the absorption and the
scattering coefficients, respectively, ® is the scattering phase
function, &, is the emissivity of boundary, s is the unit vector of
the discrete direction m, and n,, is the unit outer normal vector of
boundary. Using the fully implicit scheme to discretize the tran-
sient term, Eq. (1) can be rewritten as

m Tm

SV =S (3)
where
B =k, + K~ ﬁ‘b”"’”w’” (4a)
M
S" =Kl + ﬁ E ey (4b)

m'=1,m"#m

Here, 1 is the radiative intensity value of the last time step calcu-
lation and At is the time step.

2.2 Discontinuous Finite Element Discretization. Similar to
the standard Galerkin finite element method, the computational
domain is discretized into a collection of finite elements. By using
the shape function, an approximate solution of /”* over an element
e can be assumed in the form

Im,n - E I_;n’n(ﬁj (5)
J
where I'" is the values at the node j and ¢; is the shape function.
Taking shape function ¢; as the weight function, Eq. (1) is
weighted over the element e and its integrated residuals are set to
Zero

AV +s™ - f SV I"AV + J ¢LI"]; (. -s™)dT
VE V(‘ FL"

1 -
+ f BV = J SV + — f SI"av (6)
v, v, cAt v,

where V, and I', are volume and boundary of element e, respec-
tively. As shown in Fig. 1, the jump of I across the element e
may be modeled using the upwind scheme as following [23,26]

II—*”B_H - I;"B‘,-, if npsi-s" <0

[Mpsi=q ¢ ‘ ‘ (7
¢ 0, if nps; - s">0

where Ff” and I‘f’ denote the element boundaries outside and

inside the element e, respectively. Introduction of jump term into

Eq. (6) makes that the DFEM can predict the correct propagation

speed within medium and easily handle the discontinuity at the
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Fig. 1 Element boundary, its unit outward normal vectors, and
the neighboring elements

wave front.
Following the standard procedures for element calculations, we
obtain the matrix equation for each element as

KI=F (8)

where the matrices K and F are given as follows:
1
K= —f bip;dV +s"" - f &V ¢jdv+f b8V
cAt ), y )
Nr,

+2 max(O,—ank~Sm)f Pipdl’
e ka

k=1

(9a)

f &;®;S] dV+E max(0,— nps - s”‘)f bl B,+dF

1 ~
_ bIAV 9b
+CAJV il (9)

Here, NFe is the number of boundaries associated with the element
e, and II'th is the radiative intensity at the element boundaries

outside thee element e. The solution of Eq. (8) can be carried out
element by element until the entire computational domain and all
discretized directions are covered. The global iterations similar to
that used in the discrete ordinates method are necessary to include
the source term and the boundary conditions. In addition, similar
to the finite difference approaches, time step A¢ and element size
in the DFEM are also subjected to the Courant-Friedrich-Levy
(CFL) criteria.

3 Results and Discussion

To verify the accuracy of the DFEM approach for solving tran-
sient radiative transfer problems in absorbing, emitting and scat-
tering media, three particular test examples are examined. A com-
puter code based on the preceding formulation was written. Grid-
refinement studies are also performed for solutions to ensure that
the solutions of the problems are independent of grid size. The
maximum relative error, 107>, of the radiative heat flux and the
incident radiation is taken as the stopping criterion of iteration.
For the sake of comparison, the integrated mean relative error
based on the data in references is defined as
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L

12

[data obtained by DFEM-data in references]’dx

0

Integrated mean relative error = 100

(10)

L
J data in references dx
0

3.1 One-Dimensional Semitransparent Slab With Diffuse
Pulse Radiation. We consider a transient radiative transfer prob-
lem in an absorbing, nonemitting, and isotropically scattering me-
dium bounded by two parallel black plates. The plates and the
medium are initially at absolute zero (0 K). The thickness of the
medium is L. At time =0, the temperature of the left boundary
(x/L=0) is suddenly raised to provide an emissive power of
(ﬂﬁ,oz ar for all subsequent time. The optical thickness 7, = BL and
the scattering albedo w of medium are 1 and 0.5, respectively.

The DFEM approach is used to solve for the dimensionless
incident radiation and radiative heat flux in the medium. The slab
is divided uniformly into 200 elements. Direction cosine u (-1
<u<1) is divided uniformly into 80 discrete direction. In the
case of a one-dimensional linear isoparametric element, Eq. (8)
can be given in detail as follows:

Axe |:271 :| /-*Lm|:_ 1’1:| Axe|:2’l:| B;,I’O
6cAr| 1,2 ) -1,1 "6 1,2 ]10.8,,
©,um| ° -] 0| | e
T 0,0 | T EI 0 0 ] [,

Axe 2’ 1 721 (0 m) 1’0 (0 m)
= + s + =
6cAr| 1.2 T’"z max(0, w 0.0 max M

BB
o1 )L, 1" e Liallsy,
The corresponding relationships of node, boundary, and upwind
radiative intensity in one-dimensional linear elements are shown
in Fig. 2. For all computations in this case, the dimensionless time
step is taken as Ar*=BcAr=0.0001.

The profiles of dimensionless incident radiation and radiative
heat flux are shown in Figs. 3 and 4, respectively, and compared
to the exact values obtained by Tan and Hsu [14] using the IE
method. The DFEM results agree with the data obtained by Tan
and Hsu [14] very well. No observable difference could be de-
tected between the results of the DFEM and the IE method. Theo-
retically the wave front of the pulse radiation will arrive at the
dimensionless positions x/L=0.3, 0.6, and 0.9 at the dimension-
less time 7°=0.3, 0.6, and 0.9, respectively, and strike the right
boundary at and after the dimensionless time 7"=1.0. As shown in
Figs. 3 and 4, the DFEM predicted the correct propagation speed
within medium. The effects of the dimensionless time step on the
solutions of dimensionless incident radiation are shown in Fig. 5.
The comparison is quite good, even with a dimensionless time
step of Ar"=0.001.

(1)

" m n m
Is‘l+ el Ie,Z Ie,2+
M 1L 2 1L 2
L] LI nn | |
%, X,

Fig. 2 Relationship of node, boundary, and upwind radiative
intensity in one-dimensional linear elements
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Fig. 3 Dimensionless incident radiation distributions at differ-
ent dimensionless times

4.0 [ 1 [ 1 [ 1 [ L
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I
0.0 02 0.4 06 0.8 1.0

Fig. 4 Dimensionless radiation heat flux distributions at differ-
ent dimensionless times
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Fig. 5 Effects of dimensionless time step on the solution ac-
curacy for incident radiation
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Fig. 6 Dimensionless incident radiation distributions in me-
dium with collimated irradiation at boundary

3.2 One-Dimensional Semitransparent Slab With Colli-
mated Pulse Irradiation. In this problem, the walls are nonpar-
ticipating and the left (x/L=0) wall is subjected to a collimated
beam directed perpendicularly to the wall. The other conditions
and parameters are identical to those described in previous prob-
lem. For the sake of computation, we separate collimated radia-
tion within the medium into two parts, namely, the remnant of the
collimated beam after partial extinction and the fairly diffuse part.
The collimated remnant of the irradiation obeys Beer’s law as

q“(x,1) = goe P! (12)

where ¢ is the total radiative flux of the collimated irradiation
directed perpendicularly to the wall. The noncollimated radiation
can be obtained by solving Eq. (1) using the DFEM after modi-
fying the source term as

M

K
S = K01b+4_s 2

m'=1,m"#m

Im'cI)m',me' + qoe—ﬁc'tq)(O,Mm)

(13)

The radiative heat flux and the incident radiation can be computed
by

M
q(x,1) = goe !+ 2 1" p"w" (14)
m=1
M
G(x,1) = goe P + E rmwh (15)

m=1

The DFEM approach is used to solve for the dimensionless
incident radiation and radiative heat flux in the medium. The pro-
files of dimensionless incident radiation and radiative heat flux are
shown in Figs. 6 and 7, respectively, and compared to the exact
values obtained by Tan and Hsu [14] using the IE method. The
DFEM results agree with the data obtained by Tan and Hsu [14]
very well. As shown in Figs. 6 and 7, the DFEM accurately cap-
tures the sharp drop in the dimensionless incident radiation and
radiative heat flux at the penetration front.

3.3 Two-Dimensional Absorbing and Emitting Medium in
Irregular Quadrilateral Enclosure. As shown in Fig. 8, we con-
sider an irregular quadrilateral enclosure (all dimensions are in
meters). The enclosure is filled with an absorbing and emitting
medium. The absorption coefficient is taken to be 1 m~!. The
medium and black enclosure walls are initially kept at 0 K. At
time =0, the medium is suddenly increased to a constant tem-
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Fig. 7 Dimensionless radiative heat flux distributions in me-
dium with collimated irradiation at boundary

perature of T,.

The DFEM approach is used to solve for the transient evolution
of radiative heat fluxes on the bottom wall. As shown in Fig. 8, the
irregular quadrilateral enclosure is discretized into 800 triangular
elements and the equal weight even quadrature Sg is selected to
discretize the angular space. By using linear isoparametric ele-
ments, the shape function can be written as [26]

1
¢ilx,y) = E(“f +bx+cy),
where A, is the area of element e. In this case, Eq. (8) can be
given in detail as follows:

i=1,23 (16)

A A, A Ly
B+ —D+ BB+ >, —* max(0,—npst - s")CofBy )

12cAt 3 12 = 6
I I, S
i oA gl | Ayl
21T 12eAr | 92T 12 Sff
e3 I:f} e,
3 L IZ:I
+ > 2 max(0,—nyst - s")CofB( | I (17)
k=1
IZZ:; Ff/ﬁ-
where
{15, 12)
03.1)
§
A (L
DDA
e o
o ) g, u‘;\mm
AT AV A
A G AT AR AT AR
=7 N o T AT AT T T Y
A AN L A TR A ) | I S B et e T T TR Y
el A 90 o A W R T
(0. 0 (22,0

Fig. 8 Schematic and grid system of an irregular quadrilateral
enclosure (dimensions in meters)
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Fig. 9 Relationship of node, boundary, and upwind radiative
intensity in triangular elements
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Here, CofB ; x) means the matrix B whose kth row and kth column

are changed to zero, and Lg is the length of boundary ka of the
element e. The corresponding relationships of node, boundary,
and upwind radiative intensity in triangular elements are shown in
Fig. 9. Equation (17) is the natural extension of Eq. (11) for one-
dimensional cases to two-dimensional problems. For steady-state
radiative transfer problems, Cui and Li [22,23] and Li [26] have
given very detailed derivation of the DFEM discretization for
multidimensional problems. Readers can refer to Refs. [22,23,26].

For all computations in this case, the dimensionless time step is
taken as Ar"=0.001. The dimensionless radiative heat fluxes on
the bottom wall at four different dimensionless times, namely,
0.025, 0.5, 1.0, and 2.0, are shown in Fig. 10 and compared to the
solution obtained by Chai [17] using the FVM. The DFEM results
agree with the data obtained by Chai [17] very well. The maxi-
mum integrated mean relative error is <2.0%.

4 Conclusion

A discontinuous finite element method based on the discrete
ordinates equation is extended to solve transient radiative transfer
problems in absorbing, emitting, and scattering media. The fully
implicit scheme is used to discretize the transient term. Three
numerical examples are studied to illustrate the performance of
this discontinuous finite element method. The numerical results
are compared to the other benchmark approximate solutions in
references. The results show that the discontinuous finite element
method is efficient, accurate, and stable, and can be used for solv-
ing transient radiative transfer problems in participating media.
The discontinuous finite element method can predict the correct
propagation speed within medium and accurately capture the
sharp drop in the incident radiation and the radiative heat flux at
the penetration front.
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Fig. 10 Transient evolution of dimensionless radiative heat
fluxes on the bottom wall
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Nomenclature

area of element e

matrix defined in Eq. (18a)

propagation speed of radiant energy, m/s
matrix defined in Eq. (18¢)

matrix defined in Egs. (8) and (9b)
incident radiation, W/m3

radiative intensity, W/m? sr

vector of radiative intensity

blackbody radiative intensity, W/m? sr

NI?HNQ"HUG WQD}
I

radiative intensity value of the last time step
calculation, W/m? st

K = coefficient matrix defined in Egs. (8) and (9a)
L = slab thickness, m

Lpr = the length of boundary I‘fk of the element ¢, m
M = number of discrete ordinates

n, = outward unit normal vector of boundary
surface
outward unit normal vector of element
boundary
N r, = number of boundaries associated the element e
g = radiative heat flux, W/m?
qo = total radiative flux of the collimated irradia-
tion, W/m?

s = unit vector in the discrete ordinate direction
S = source term of radiation defined in Eq. (4b)
t = time, s
At = time step, s
{* = dimensionless time, "= Bct
Ar* = dimensionless time step, Ar"=BcAt
T, = medium temperature, K
T”’o = temperature of plate at x=0, K
V, = volume of element e
w" = weight corresponding to the direction m
B = extinction coefficient, 8=k, + Kk, m™!
B’ = modified extinction coefficient defined in Eq.
(4a), m™!
B = matrix defined in Eq. (18b)
g,, = wall emissivity
K, = absorption coefficient, m™!
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K, = scattering coefficient, m™!

m, m = direction cosines of discrete ordinates
o = Stefan-Boltzmann constant, W/m? K*
7, = optical thickness of slab, 7,=8L
¢ = shape function
& = scattering phase function
o = single scattering albedo, =«,/

Subscripts
w = value at boundary wall

ka = value at element boundary inside the element e
Ff ¥ = value at element boundary outside the element
e
Superscript
m, m' = discrete ordinates direction
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Determination of the Sensitivity
of Heat Transfer Systems Using
Global Sensitivity and Gaussian
Processes

A critical aspect of the design of systems or experiments is a sensitivity analysis to
determine the effects of the different variables. This is usually done by representing the
response by a Taylor series and evaluating the first-order derivatives at a nominal oper-
ating point. When there is uncertainty about the operating point, the common approach is
the construction of a response surface and Monte Carlo sampling based on the probabil-
ity distribution of these uncertain variables. Because of the expense of Monte Carlo
sampling, it is important to restrict the analysis to those variables to which the response
is most sensitive. Identification of the most sensitive parameters can be conveniently done
using Global sensitivity, which both defines the most critical variables and also quantifies
the effects of interacting variables. This also can be a computationally expensive process
and, for complex models, is generally prohibitively expensive. A solution is the use of
Gaussian processes that allows one to create a response surface using easy-to-evaluate

functions. This paper describes the use of these ideas for a heat transfer problem.
[DOLI: 10.1115/1.2737478]

Keywords: sensitivity, global sensitivity, Gaussian processes, parameter estimation,
variability, uncertainty

Introduction

The responses, whether measured in real systems or predicted
by simulation, are sensitive to the environment, as characterized
by boundary conditions, and to intrinsic characteristics, i.e., com-
ponent behavior or material properties.

We will refer to all of these factors as parameters. Predicting
the sensitivity of the responses to these parameters is important.
For the designer, a goal is often to minimize the sensitivity so as
to reduce the need to accurately characterize the variability. For
engineers interested in determining parameters from experiments,
the goal is to increase the sensitivity in order to achieve high-
precision estimates.

Most sensitivity analyses [1] are based on local estimates of
sensitivity, typically by expanding the response in a Taylor series
about some specific values of the parameters to give, for example,
for two parameters

IR IR
R(X+8X)=| R(X) + —&x, + ‘—-&-3
l';I' 6_7(3

L —)
st
PR PR PR 6%
+——+ S 0+ —5 4
{‘f_\’]- 2 ﬁX]ﬁXz (';',\"3' 2
) 2nd X

(1)

where R is the response, x; and x, are the parameters whose
influences are sought, X represents the set (x;,x,), and |X" repre-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received March 21, 2006; final manuscript re-
ceived September 26, 2006. Review conducted by Ben Q. Li. Paper presented at the
2005 ASME Heat Transfer Summer Conference (HT2005), San Francisco, CA, July
15-22, 2005.

Journal of Heat Transfer

Copyright © 2007 by ASME

sents the values of these parameters at which the terms are evalu-
ated.

The local sensitivity is defined as the coefficients of the first-
order effects evaluated at X*, i.e.,

5= & &)
' ox; | x

Figure 1 depicts the response as a function of the two param-
eters, x; and x, at different locations, X*. We see that at point X =
(a), the slopes are very small and the system is insensitive to both
x; and x,. At point (b), it is sensitive primarily to x;, whereas at
point (c) it is sensitive to both x; and x,. Clearly, different con-
clusions about the sensitivity of the system would be drawn, de-
pending on the point at which the sensitivity were evaluated.

The problem is that, in general, designers are not always sure of
the values of the parameters that will exist during the operation of
the system. Although those interested in estimating parameters
often have a reasonably good estimate of the parameters, there are
conditions in which some parameters, usually associated with
boundary conditions, are poorly known or controlled. What one
needs is a metric that reasonably describes the effects of impreci-
sion in the set of parameters.

Example Problem

To illustrate an approach to quantifying the effects, let us con-
sider the following problem schematically shown in Fig. 2. It is
desired to install a thermal protection system (TPS) to prevent the
temperature at the surface of an object from exceeding a specific
value. The TPS will be modeled as a thin layer of insulation
whose temperature can be computed by assuming one-
dimensional conduction. The temperature at a point A, at the in-
terface between the insulation and the object to be protected, is
chosen as the quantity of interest. If it exceeds a certain value,
then the attachment between the TPS and the object will degrade
and the object will be at risk. T(A) will be a function of the
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Fig. 1 Representative response surface

thermal conductivity of the TPS, the convective heat transfer co-
efficient at the exposed surface, and the attachment resistance, all
of which contain uncertainty. The attachment resistance will be
expressed in terms of an effective Biot number, Bi=hyL/k, where
hy=1/R, L is the thickness of the layer. In solving for the tem-
perature at A, we will nondimensionalize in terms of a tempera-
ture in the object of T=0, in the environment of 7=1 and with
surface convective coefficient of #;.

For the designer, the question is “how sensitive is the tempera-
ture” to uncertainties in k, /1 and h;? For an investigator seeking
to estimate the conductivity from a transient experiment, the ques-
tion is” how will the estimate of k be degraded by the uncertain-
ties in hg and hy?

Both individuals will probably look at the sensitivity in drawing
their conclusions. The temperature histories can be characterized
in terms of the thermal diffusivity, « and the Biot moduli Bi,
=hoL/k and Bi;=h;L/k. The nondimensional sensitivities com-
puted at the nominal values of k=1, Biy=10, and Bi;=100 are
shown in Fig. 3.

It is important to recall that sensitivities should always be non-
dimensionalized in terms of the parameters, i.e., the sensitivity to
k should be presented as k,,,dT/ dk, where ko, 1s @ nominal value
of k. Such sensitivities, termed “scaled” sensitivities have the di-
mensions of temperature and can be directly compared. Of course,
there is the complication of choosing a nominal value, but since
the sensitivities are being derived from mathematical models
(simulations) the most obvious choices are the values used in the
simulation.

Although /; contains uncertainty, the sensitivity of T(A) to Ay,
is approximately 1/100 of the sensitivity to /1 and k and we will
ignore its effects. We see that SZ>SZO at early times, but they
become almost equal at steady state. For parameter estimation, the
sensitivities of the parameters should be as different as possible.
For estimating k and h, from Fig. 3 we see that this means that
measurements should be taken during the times, 0 < Fo < 0.4, dur-

Thermal Protection System L

A \
Tﬁo T:1
[— y/\' *ANN®
1
4 EE
=t h
h(l =

JY

Attachment Resistance k

R

Fig. 2 Schematic of thermal protection of an object
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Fig. 3 Time histories of sensitivity S’ to k and to h, evaluated
at k"™ and hp°™

ing which SZ differs from SZO. For both designing and parameter
estimation, the near equality of the two sensitivities indicates that
uncertainty in / will have a strong effect on the final conclusions
about the estimated value of k.

Because of the uncertainty in k and /4, we need to examine the
sensitivities at several different combinations of these parameters.
Let us assume a coefficient of variation of ox]/x,,=0.125 and a
Gaussian distribution for which the range of +30{x] will encom-
pass more than 99% of the probable values. Figures 4(a) and 4(b)
show how the sensitivity is affected by different parameter values.
The range of sensitivities is quite large, but more importantly, it is
possible for SZO to exceed Sz for certain combinations. When A,
=minimum and k=maximum, the sensitivity to h, is approxi-
mately twice the sensitivity to k for hg=maximum and k
=maximum.

Measures of Sensitivity and Variance

When estimating parameters, experimental design usually fo-
cuses on sensitivity. For example, if the conductivity is to be
estimated by measuring temperatures at different times, the uncer-
tainty in the estimate can be expressed by

02[]2] — L
> [(arran,) P

i

3)

where £ is the estimate of k and ol €] is the standard deviation of
the measurement noise. From Eq. (3), it is clear that the greatest
precision is obtained when the temperatures are measured at times
of maximum sensitivity. When some of the other parameters of
the experiment are uncertain, e.g., i or the specific heat c,, then
the situation is more complicated. One approach is to either infer
both & and c,,. Unfortunately, doing so often leads to inverse prob-
lems with excessive imprecision in both parameters or instabilities
in the estimation process when the response is strongly nonlinear
in the parameters. The other approach is to use Bayesian inference
[2], which leads to joint probability density distributions for both
parameters, and then to regard c,, as a nuisance variable and inte-
grate out its effect to obtain a marginal probability distribution for
k alone. Regardless of the approach taken, the result will be a

degradation in the precision of k unless the experimental design
has maximized the information [3,4].

On the other hand, the designer is likely to be more interested
in minimizing the sensitivity to the uncertain parameters. In fact,
the more important metric is likely to be how much the response
varies as the uncertain parameters vary. Thus to the designer, the
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standard deviation, o T], or its equivalent the variance, is a better
indication of how important the uncertainty of the parameters is.

In reality, it is unusual to be able to specify a local point that
characterizes the sensitivity in a general sense. If we have some
idea of the probability distributions of the parameters, we can
determine a generalized sensitivity, defined as the average sensi-
tivity found by integrating the sensitivity over the range of the
parameters weighted by the probability of the occurrence of any
specific value of the parameter.

S;= f S(X)f(X)dX (4)
X

where S;(X) is the sensitivity to parameter x; over the entire space
of the n parameters, x;,x,, ... ,x,, and f(X) is the joint probability

density distributions of the parameters. S; is the expected (aver-
age) value of the sensitivity.

Creation of the Approximate Response Surface

Let the m uncertain parameters be denoted by x;, | <i<m and
the assemblage of parameters be denoted by X. If R(X) is easy to
compute, then the differentiations to determine S;(X) and the in-

tegrations to compute S4{X) can be performed analytically or nu-
merically. If R(X) is expensive or difficult to compute, then the
common way is to create an approximation to the response surface
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that is easy to compute. This is usually done by least-squares
fitting. For a given probability distribution of the variables, the
integrated sensitivity is found either by integrating numerically or
by sampling the surface by Monte Carlo techniques.

For more than one or two variables, the expense of computing
the response surface (either the exact or its approximation) for the
typical nonlinear thermal system model can be daunting and it is
important to consider only the most critical parameters and then to
construct the most accurate fit. The optimum process is in two
steps:

1. Choosing the critical parameters using global sensitivity
2. Defining the response surface using a Gaussian process

Using Global Sensitivity to Define the Critical Parameters.
Global sensitivity analysis is an outgrowth of Sobol’s [5] ap-
proach to representing a function by an additive model. Additive
models of system responses are composed of the sum of func-
tions, each of which is a function of only one variable,

Additive model:

R(XI’XZ’ s 7xm) =80 +g1(x1) +g2(x2) + oo +gm(xm) (5)

where the constituent functions, g;(x;), may be nonlinear functions
of the single parameter, x;. Additive models have several very
desirable characteristics, among the most important are

a. the behavior of the model with respect to any single pa-
rameter, x;, can be determined without specifying any of
the other parameters

b. the maximum/minimum response is simply the sum of
the maximum/minimum values of each of the constituent
functions

c. the sensitivities and the confidence intervals of estimated

parameters are easily determined
d. error analyses are simple to conduct

Unfortunately, models of engineering systems are rarely addi-
tive. Instead, the model is usually a function of several parameters
that often occur in groups, e.g., Reynolds or Nusselt numbers.
When this happens, cross derivative terms appear in the Taylor
series. As a result of these cross derivatives, parameter estimation
problems may become much more complex, depending on the
magnitude and the character of the interactions.

Sobol’ [5] showed that a function could be decomposed into the
unique form

g(X)=go+ 2 gilx;) + E 2 ij(xpnx))

i j>i

+ 2 E 2 i j XX Xp) (©6)

i i k>j

where g(X) is either the exact response R(X) or an approximation
to it, g;,g;j, €t seq. are orthogonal functions with zero means.
gi(x;) are termed first-order effects and g; ;(x;,x;), and higher-order
terms represent the interactions. The sum of g, and the first-order
effects comprise the additive model. If the additive model is a
good fit to the surface, then the sensitivity to x; is given by
dgi(x;)/ dx; and is only a function of x; and can be found indepen-
dently of the values of the other parameters. If the additive model
is not a good fit, then interactions are important and finding the
sensitivity to x; alone is more difficult and its interpretation is less
clear. In this case, (i) individual parameters will be hard to esti-
mate with precision and (ii) designers will have difficulty in un-
derstanding how the individual parameters affect the design.

Since variances are always positive, a naturally explicit mea-
sure of the effect of any one of the functions is its variance. The
total variance of the system response is given by
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VIR(X)]= f {R(X) - Ex[RX) P f(X)dX (7)
X

where Ex[R(X)] is the expected value of R(X), i.e., the average of
R(X) with respect to all of the uncertain parameters. We use sub-
scripts on V and E to make it very clear what parameter space we
are integrating over.

Sobol also showed that that the variances for independent pa-
rameters could be decomposed in the same fashion.

m

Vig0] = 2 Vgl + 2 2 Vi)

i j>i

+ E 2 E Vi,j,k[gi,j,k(xiaxjvxk)]

i j>ik>j

(8a)

where

Vi.j[gi.j(xi’xj)]zj j [gi.j(xi’xj)]zf(xi’xj)dxidxj (8b)

Ei,_j[gi,_j(xivxj)]zf j 81‘,_,‘()@',X_;)f(xi,xj)dxid)?f (8¢c)

Now suppose that x; is known, then the variance considering all
parameters except x; to be uncertain is given by

V_[RX)[x)] = f {R(X]x) - EL[R(X) IPA(X_)dX; (9)
X

where the subscript —i on V_; denotes the variance with respect to
all parameters except x; (i.e., we integrate over all parameters, but
x; and R(X|x; indicates that R(X) is a function of all parameters),
but with x; held fixed. Since x; is not known precisely, being itself
uncertain, the best that we can do is to compute its expected value

Ei{V—[[R(X|xi)]} = f V—i[R(X|xi)]f(xi)dxi (10)

Now the total variance is related to E{V_{R(X|x;)]} by [2]

Vi{E—i[R(X‘xi)]} + Ei{V—i[R(X|xi)]} =V[R(X)] (11a)
or transposing terms
VAE_[R(X|x)T} = VIR(X)] - EAV_[R(X|x)]}  (11b)

and we see that V{E_(R(X|x;)]} represents how much the total
variance is reduced by knowing x;. That is, it represents the con-
tribution of x; to the total variance. Consequently, Saltelli et al. [6]
defined the sensitivity as

VAE_[R(X] |xz)]}
VIR(X)]
calling it the sensitivity index or first-order effect that represents

the importance of the parameter x;. When more than one param-
eter is uncertain the second-order effects can be defined as

_ Vi,j{E—i,j[R(X|xi,j)]}

S = (124)

YT VIR 2
Returning to Eq. (11b), we can transpose it to the form
V—i{Ei[R(X|x—[):|} =VIR(X)] - E—i{Vi[R(X|X—i)]} (13)

where V_{E[R(X|x_)]}, represents the expected resulting vari-
ance that would be left if all parameters except x; were known.
That is, it represents the effect of the parameter x; and all of its
interactions.

Saltelli et al. defined the rotal effect sensitivity for x; to be
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VIR(X)]

These two sensitivities, S; and SiT give a complete picture of the
effect of x; on the response of the system. Both are scaled to be
between 0 and 1. For §;, a value of 0 means that x; has no effect
and a value of 1 means that it constitutes the entire variability of
the response. The difference SiT— S; is a measure of the effects of
all of the interactions involving x;.

Unfortunately for m parameters, there will be 2" —1 such inter-
action terms and it is not feasible to construct them for more than
three parameters. More importantly, even given g;  ,(x1,...,x,),
it is not possible to estimate their effects on the fit. From the
definition of the sensitivities, using Eq. (8a), we have

]:23i+2235.j+2Ezsf.j,k’r"‘

Sh=1- (14)

i i ke
A ) i
15t 2nd 3rd

(15)

and we see that the sum of S; is always <1 by the totality of the
effects of all of the interactions between the parameters. Thus, this
sum can be used as a convenient measure of the interaction ef-
fects. When it differs from 1 by more than a few percent, substan-
tial interactions exist.

Example 1: Nonreacting Foam Insulation. Consider a protec-
tion system composed of a nonreacting foam. Taking the tempera-
ture at A as the response, i.e., R(X)=T(t,k,hg,h;,pc,)=T(t,X),
Fig. 5(a) shows the time history of this sum when ofk]/k
=alhg)/ho=0lpc,]/ pc,=0.20. These values are relatively large,
but chosen to illustrate the effects. Although conductivity is often
presumed to be known with relative accuracy, uncertainties in the
convective heat transfer coefficients and the specific heats often
approach this level.

At early times, T(A) is constant at O until the heat flux reaches
x=0. The time at which T(A) is first affected is a function of k/pc,
and consequently, almost all of the variance is due to k and pc, as
shown on Fig. 5(b). Once the heat has reached x=0, then the value
of T(A) is affected by hy and we see that its sensitivity rises while
that of pc drops. Note that as steady state is approached, sensitiv-
ity to pc vanishes, that to /i, exceeds that of k and a small inter-
action effect remains. Because of the high value of /;, the tem-
perature at x=L is essentially prescribed at T(L)=1 for all times,
and there is essentially no effect on T(A). Although at longer
times a knowledge of k and hy, is sufficient to fully define T(A), at
early times pc must be known.

In evaluating the expected values and variances, one must know
the joint probability density distributions of the parameters, f(X).
Assuming that the parameters are independent, we have f(X)
=f(x)f(x),....f(x,). Probably the most common distributions
are a Gaussian distribution with a specified mean and standard
deviation or a uniform distribution over a range, x;(min) to
x;(max). If the two distributions have the same standard deviation,
we have found that the resulting sensitivities are very similar in
both their magnitude and their temporal behavior. The integrations
needed to evaluate the integrals Eq. (8)—(14) were done numeri-
cally using Gauss-Hermite quadrature for Gaussian distributions
and Gauss-Legendre quadrature for uniform distributions. In Figs.
5(d) and 6, five to seven Gaussian quadrature points were found to
be sufficient.

Of course the ultimate desiderata is the expected change in
T(A), which is shown on Figs. 5(c). We see that the expected
value of the temperature is slightly different from the nominal
value, i.e., T(t,kg,hp), because of symmetry of the probability
distributions. The 20% coefficient of variation has produced a
substantial uncertainty in the temperature as indicated by the 1o
curves (o(T) was computed from Eq. (8).

Figure 5(d) compares the standard deviation computed from
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Eq. (7) and using the local sensitivities, Eq. (2). For this problem,
the interactions are small enough that the additive model is a good
representation and the standard deviation obtained using the local
sensitivity, Eq. (2), is sufficient.

Example 2: Reacting Foam Insulation. The insulation is
taken to be a foam that undergoes a chemical reaction when ex-
posed to a high-temperature radiant flux. Two first-order reactions
are involved. In the first the foam decomposes into a gas G| and a
solid S, Eq. (16a); in the second, the solid S decomposes into a
gas G,, Eq. (16b),

1.0

B local I:]
0.8 b
remaining
- interactions -
g et -1- B ------------=-======----
'E - SI':I E,
z
o
< 0.4
L 5
0.2 \
0.0 =
E, E, o Threshold

Fig. 6 Sensitivities of regression time based on Eqs. (7) and
()]
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Foam — aG; + (1 — a)S (16a)

S— G, (16D)

The activation energies, E; and E,, of the two reactions and the
coefficient « are the uncertain parameters. The metric of interest
is the time it takes for the front surface of the foam to regress one
centimeter (details are given in [7]). Figure 6 compares the sensi-
tivities. The unfilled bars represent the fraction of the variance
computed using local sensitivities and equal coefficients of varia-
tion for all parameters of 10%. Based on local sensitivity, only E,
had any effect, all others were <1%. The difference between glo-
bal and local results is dramatic and underscores the need to use
local sensitivity to understand the behavior of a system when there
are several strongly interacting parameters.

Constructing the Response Surface Using Gaussian
Processes. Having calculated the sensitivities, S; and SiT it would
appear that we have achieved our aim. However with only a mod-
est effort, we can extend our capabilities by constructing an accu-
rate representation of the response surface. Using this, we can
investigate the effects of different parameter ranges and distribu-
tions and compute local sensitivities at any point in the parameter
space.

The construction of an “easy-to-evaluate” approximation to the
response surface is usually done by least-squares fitting or similar
techniques. This involves evaluating the model at a number of
points in the parameter space. However, this has already been
done in evaluating the integrals associated with the evaluation of
Eq. (12)-14.

Unfortunately, the usual approach of least-squares fitting is of-
ten not acceptable because the fitted surface does not pass through
the values produced by the computational model. An alternative is
to use what is called a Gaussian process. The idea is to fit the
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exact model results with an approximation that goes through each
of the points, yet is smoothly behaved between them, and most
importantly is a linear combination of easy to compute basis func-
tions. In geostatistics, the method is termed “kriging” and Emery
[8] has used this approach to estimate properties in the presence of
uncertain parameters. Oakley and O’Hagan [9] and Haylock and
O’Hagan [10] have adapted this approach to model expensive-to-
compute models. The approach is based on Bayesian inference
and consists of first assuming a very simple prior model, getting a
few computed points from the expensive model, and then modi-
fying the prior using these points to produce a posterior model.

Let y be the responses computed from the expensive simulation
model and 7(X) be the response surface to be fitted to y. We
assume that 7(X) is correlated to 7(X’) by a correlation function
¢(X,X"). A typical correlation is

(X-X')?

)\2
where A is the correlation length. o, and N are hyperparameters to
be estimated. The kriging literature is replete with descriptions of
the acceptable form of the correlation and methods for estimating

them. The prior model is expressed in terms of a linear combina-
tion of simple-to-evaluate basis functions, /;(X) with

nX) =2, hiX)B,=h(X)'B

c(X,X’):a%,exp(— (17)

(18)

Using Bayesian inference, it can be shown that the fitted 7(X)
has a Gaussian distribution with a mean of m(X) given by

m(x) = h(0)B+ ()" (y - HP) (19)
The matrix A has components A; ;=c(X;,X;), the vector #(x) has
components #;=c(X,X;) and the vector H has components H;

=h(X;)T. Details of the computation of B and the hyperparameters
and implementing the method are given in a forthcoming paper
[11].

Here we point out that once the expensive simulation has been
run to obtain y and the matrix A inverted, it is easy to evaluate
#(X) and H(X) and to solve for m(X) for any point X on the design
surface.

To illustrate the effect, we chose the simple prior model,
n(X)=const. This prior model is about as far from the true re-
sponse surface as one can imagine. The data y were obtained at
ten times from 0.1<Fo=<1 and for three sets of k, hg, and hj
equal to k—30lk], k, k+30{k] and similarly for A, and ;. These
points are referred to as the design points. A total of 270 design
points were used to obtain y. Contours of the temperatures from
the exact model and m(x) the Gaussian process are shown in Fig.
7. The calculation of m(X) is extremely fast, and the reduction in
the overall computational time was more than an order of magni-
tude when compared to solving the heat conduction equation in
evaluating the integrals.

Even with this grossly simplified model and with the relatively
few design points, the agreement of the contours is very good.
Using the values of m(X) in the equations for the expected values
and the variances gives the results shown in Fig. 8(a) and com-
pared to the exact values shown in Fig. 8(b). Comparing Figs. 8(«)
and 8(b), we see that the Gaussian process has performed very
well. Sacks et al. [12] give a good description of choosing the
design points. We have made no attempt to optimize the design,
wishing to apply the simplest design and prior model to illustrate
the value of the method.

Computational Issues

A valid concern is the computational costs associated with the
global sensitivities. Our experience has been that for uniformly
and normally distributed parameters, Gaussian quadrature with
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Fig. 7 Comparing the contours of the exact temperatures
(solid lines) and m(x) from the Gaussian process (dashed
lines); " denotes the design points (for «=1, Biy=10, Bi,=100)

three points is quite acceptable. For problems in which disconti-
nuities are present, e.g., phase change fronts, five-point quadrature
is sufficient. m parameters and G quadrature points mean evalu-
ating the response at G"~!+1 parameter values. For the four pa-
rameters considered here, this is 28 or 126 evaluations for G=3 or
5, respectively.

Local sensitivities, involving first- or second-order cross deriva-
tives requires, for the lowest level of precision using finite differ-
ences, four points per pair of parameters, a minimum of 2™ evalu-
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Fig. 8 Variances computed from (a) the Gaussian process and
(b) the exact model (Eq. (12a))
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ations. To get the global effect, Eq. (4), requires integration over
the parameter space, i.e., at G points, thus, requiring at least or
generally more points than the evaluation of the global sensitivi-
ties using Eq. (12). More importantly, second-order interactions
need not be dominant and the evaluation of the total interaction
effects is not possible by using local derivatives unless one is
willing to evaluate all 2”+1 terms in Eq. (6).

Conclusions

Although local sensitivity is widely used, it suffers from several
serious deficiencies, as follows:

1. Since it represents only the linear (first-order) terms in the
Taylor series, it is not an adequate representation of the ef-
fects of the parameters unless R(X) is linear in the param-
eters. Otherwise, the higher-order terms must be considered.

2. Because it looks at each parameter independently, it ignores
the effects of any interaction between the parameters.

3. It is often applied linearly, that is ofR] o (olx;]/x,) Sl.* and
thus ignores the nature of the parameter variability, e.g., that
conductivity must be positive, that emissivity must range
between 0 and 1

The average sensitivity, S, resolves deficiency (3), but because
it is only the first-order term in Eq. (1) it does not consider any
interaction between the parameters. Global sensitivity is an effec-
tive way to determine both the first-order sensitivities and the
interactions while taking parameter variability into account.

It is important to realize and that even for highly nonlinear
problems, if the uncertainty of a parameter is small, then the in-
tegrations, Eq. (86) and (8c), will cover a small range of the
parameter. In this case, except for unusual circumstances, such as
found at the near discontinuous behavior near melting or solidifi-
cation fronts, the response will be well represented by a linear
model and local sensitivities will suffice.

The importance of using Gaussian processes is that an approxi-
mate model with easy-to-evaluate responses has been constructed.
From this model, first- and higher-order sensitivities and the in-
teractions can be efficiently (quickly) computed. This model can
then be used to investigate the effects for a wide variety of con-
ditions.

The development presented here progressed from the point of
view of additive surfaces to the Gaussian processes, pointing out
that the same computed responses are utilized in both. Given that
the approximate response surface is of more value, particularly to
those interested in parameter estimation, than simply knowing the
global sensitivity, a more practical approach is to generate the
Gaussian process first. However, this requires the determination of
the hyperparameters, which for some problems may be difficult or
expensive [11]. In this case, one would have to be content with the
computation of the global sensitivities. One must keep in mind
that the idea behind Gaussian processes is to produce an easy-to-
evaluate model. It is useful only when the original model is ex-
pensive to compute.
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Nomenclature
E[ ] = expectation
f(X) = probability density distribution
gi(X;) = decomposition functions
h = heat transfer coefficient
hy = heat transfer coefficient at x=0
h; = heat transfer coefficient at x=L
k = thermal conductivity
m = number of parameters
R = response
S;‘ = local sensitivity to x;
S; = global sensitivity to x;
SI' = total sensitivity to x;
T = temperature
Xx = parameter, X coordinate
X = space of all parameters
X" = point of evaluation
V[ 1 = total variance
V; = variance with respect to x;
€ = measurement noise
olx] = standard deviation of x
B = coefficients in the Gaussian process
g,,N = hyperparameters in the Gaussian process
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A new approach to account for finite thermal conductivity and
turbulence effects within atomizing droplets of an evaporating
spray is presented in this paper. The model is an extension of the
T-blob and T-TAB atomization/spray model of Trinh and Chen
[Atomization and Sprays, 16(8), pp. 907-932]. This finite conduc-
tivity model is based on the two-temperature film theory in which
the turbulence characteristics of the droplet are used to estimate
the effective thermal diffusivity for the liquid-side film thickness.
Both one-way and two-way coupled calculations were performed
to investigate the performance of this model against the published
experimental data. [DOI: 10.1115/1.2737481]

Keywords: evaporation, spray, numerical modeling

Introduction

Spray vaporization and combustion studies are of primary im-
portance in the prediction and improvement of systems utilizing
spray injection. In liquid fueled combustion systems, such as in-
dustrial boilers, gas turbines, direct ignition diesel engines, and
rocket and air-breathing engine applications, the combustion per-
formance is highly dependent on effective liquid fuel atomization
and its subsequent evaporation processes. The recent review by
Sazhin [1] had summarized the development of various droplet
heat-up and evaporation models with different levels of complex-
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ity. As also pointed out in [1], to numerically simulate evaporating
spray using CFD (computational fluid dynamics) methodologies,
detailed droplet heating and evaporation models based on single-
droplet analysis have to be simplified to be CPU efficient (also see
[2,3]). Although the film-theory-based evaporation models had
been extensively used, most of the developments were done on
the gas-side heat and mass transfer [4,5]. On the other hand, the
importance of convection-diffusion process in the liquid side was
also shown in various studies [5-8]. Within the liquid droplet, the
two-temperature formulations, in which the finite-conductivity
(F-C) effect was modeled by the temperature difference between
the droplet surface temperature and a droplet “core” temperature
have been proposed recently. In the model of Renksizbulut et al.
[9], the difference between the surface and core temperature was
related to the heat flux at the droplet surface by a constant Nusselt
number. Zeng and Lee [10] developed a zero-dimensional model,
in which the difference between surface and core temperature was
traced by an ordinary differential equation (ODE) to account for
the nonuniform distribution of temperature inside the droplet. The
ODE two-temperature model was also used by Miller et al. [11] to
account for the nonequilibrium Langmuir-Knudsen mass transfer
effect. Ra and Reitz [12] used a thermal boundary layer within the
droplet to account for the finite-conductivity effect. The thermal
boundary layer thickness was calculated using the thermal diffu-
sivity model of Abramzon and Sirignano [13] to account for the
droplet internal circulation.

In this paper, a new finite-conductivity model is developed
based on the two-temperature formulation. The finite-conductivity
effect is phenomenologically modeled through a thermal boundary
layer within the droplet. The thermal diffusivity is calculated
based on the turbulent characteristics within the droplet. The cur-
rent study is an extension of a recently developed atomization/
spray model [14,15], the T-blob/T-TAB model, to include spray
evaporation effects. Because of the unique feature of T-blob/T-
TAB, in which the turbulence characteristics is accounted for
within the droplet phase, extension of this model to include finite
conductivity effect in the evaporating droplet can be made natu-
rally. The model development will be described in this paper.
Validations for one-way one-dimensional and two-way coupled
multi-dimensional evaporating sprays will be presented.

Model Development

The current vaporization model is developed for computational
analysis based on the Eulerian-Lagrangian numerical approach. In
this formulation, the spray/droplets dynamics is described in a
Lagrangian coordinate such that numerical droplets are tracked
within the Eulerian gas dynamics. Liquid phase is tracked from
the injector plane, and the primary atomization as well as the
subsequent secondary breakup is modeled using the T-blob/T-TAB
hybrid model of Trinh and Chen [14]. Both primary and second-
ary droplet break-up processes are modeled and the transition
from primary to secondary breakup is modeled based on an en-
ergy balance. In addition to the droplets position and velocity,
liquid turbulence is accounted for through the injector character-
istics by the two-equation k-& turbulence model formulation using
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the T-blob/T-TAB model. The inherent turbulence in the injected
fuel spray affects the heat and mass transfer rates of the vaporiza-
tion process. The effects of these changes in the rates have to be
accounted for in the numerical models for spray evaporation. De-
tailed model description and validations can be found in [14,15],
and it is suffice to say that within each numerical droplet, turbu-
lence characteristics, such as fluctuating velocity level, length, and
time scales, are supplied by the model.

To utilize the T-blob/T-TAB model liquid jet atomization, tur-
bulence characteristics need to be specified as the inlet boundary
conditions. Based on integral analysis of straight injector [14],
liquid turbulent kinetic energy and its dissipation rate at the injec-
tor nozzle exit are estimated from

U? 1
=] = -K.~(1-5% (1)
SL/Dnozzle Cd
, U1
81=KSZ[F§—KC—(1—SZ)] (2)

where L is the length of the injector nozzle, D,,,. is the nozzle
diameter, and the jet injection velocity U. A set of ODEs were
derived to track the evolution of k; and &; within the droplet ac-
cording to the T-blob/T-TAB model. The values obtained from the
evolution of k; and ¢, are used in the heat transfer calculations of
the evaporation droplet.

To relax the infinite-conductivity assumption, and thus perfect
mixing within the liquid droplet, a “two-temperature” model is
formulated. In the two-temperature model, the core (or bulk) tem-
perature (7,), is assumed to be well mixed by convection/
turbulence transport. To be consistent with the “film theory,” heat
resistance exists at the near surface region and the droplet surface
temperature (7,) differs from the droplet core temperature. The
heat transfer coefficient across this thin film (or boundary layer) is
then formulated through the turbulence characteristics supplied
from the T-blob/T-TAB model, to account for the finite conductiv-
ity effect. In the Lagrangian coordinate, the heat-up of the droplet
core is formulated as

drT,
mdcpd_ld =h(T,~T)A, (3)

where, h; is the liquid-side heat transfer coefficient and A, is the
droplet surface area. The heat transfer coefficient is determined
from the thermal conductivity and a thermal boundary layer for-
mulation [16] as:

h[ = (4)

1)

e

where \; is the liquid thermal conductivity. Using an unsteady
equivalent boundary layer thickness, the film thickness §, is given
by Vma.ut. The time scale t is estimated based on the heat
transfer-limited integration time step and should be independent
of the global time step used in numerical calculations (see the
results in Fig. 1). In this study, we adopted the evaporation sub-
cycle time step based on the formulation described in Amsden
et al. [17]. This time step is computed by the relation given by

— pedV (5)

r=
tg Shy(4a1ry)N,

where dV is the volume of the computational cell, p, is density, u,
is the viscosity of gas mixture within the cell, and N, is the num-
ber of droplets for each computational particle p. The effective
thermal diffusivity (a.g), based on the turbulence characteristics
within the droplet, is estimated from: agp= djam+ X, iN Which
the turbulent thermal diffusivity is calculated from the two-
equation turbulence model diffusivity formulation:
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Fig. 1 History of effective film thickness within the evaporat-
ing droplet using various integration time steps
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here, Pr, is the turbulent Prandtl number and is set to be 0.9. The
liquid droplet turbulence quantities k; and g; are obtained from the
T-blob/T-TAB atomization/spray model. In cases where gas phase
diffusivities are much larger than liquid diffusivities, as in diesel
engine sprays [1], the time scale of liquid drop heating is longer
when compared to the gas phase heating time scale. Thus, the
droplet core heating will be rate controlling and the gas-side heat/
mass transfer will respond in a quasi-steady manner. The surface
temperature of the droplet is determined from a heat and mass
transfer balance at the interface between the droplet and the sur-
rounding gas, assuming no heat accumulation at the droplet sur-
face such that

(6)

Lumd =4.—4q (7)
where L, is the latent heat of the fuel at the surface temperature
and ¢, is the heat transfer rate from the environmental gas to the
surface. In this paper, the classical Spalding evaporation model is
used to model the gas-phase transport; thus, the gas heat transfer
rate was calculated as

In(1 + By)
Br

q, in Eq. (7) is the heat transfer rate from the droplet interior to
droplet surface and is calculated from

qy=27r Ny Nuy (T, ~T)) (8)

MT - Ty)
q= N s d Ad (9)
S,
The evaporation rate at the droplet surface is given as
dm, —
g = d_l‘d =2mr,(p,D)Sh, In(1 + B,,) (10)

In Eq. (10), B,, is the Spalding mass transfer number, Sh, is the
Sherwood number, and D is the binary diffusivity. The Sherwood
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and Nusselt numbers were calculated using the classical correla-
tions given by

(1)
Sh, =2 +0.6 Re’Sc"*% (12)

The solution algorithm used in this study starts with an estimated
surface temperature 7, at a new time step. The Clausius-
Clayperon equation and the Raoult’s law are then used to calculate
the fuel vapour molar fraction followed by the calculation of the
evaporation rate. An estimation of 7, is also required to simulta-
neously satisfy Egs. (3) and (7). More detailed iterative procedure
can be found in Balasubramanyam [18].

Nu, =2 +0.6 Re) Pr’*¥

Results and Discussion

One-Way Evaporating Atomizing Spray. In one-way simula-
tion, the gas flow field was prescribed and the droplets were
tracked in time domain. This case is an extension of the one-way
T-blob/T-TAB testing case described in Trinh and Chen [14]. Iso-
octane fuel similar to the fuel used in reference [12] was issued
through a long injector tube at 300 K. The length of the injector
nozzle L is 0.8 mm, and the nozzle diameter D, is 0.3 mm. A
jet injection velocity U of 102-m/s was used for the test case. The
environment is quiescent nitrogen at a temperature of 600 K. The
gas properties were calculated based on the reference state deter-
mined from the “1/3” rule [16]. In this calculation, a “blob” of
numerical droplet was injected at the orifice plane with orifice
diameter. The droplet then went through the primary and second-
ary breakup processes; thus, its diameter decreased with time. The
variation of the thermal boundary layer within the droplet also
changed with time. The purpose here is to investigate the concept
of boundary layer film thickness within liquid droplets involving
two temperatures. In the course of study, it was found that in the
secondary breakup regime (i.e., the T-TAB regime) the droplets
were so small they were heated up rapidly. Thus, the current
model was only implemented within the T-blob (i.e., the primary
breakup) model. Figure 1 shows the history of the normalized
effective film thickness within the liquid droplets. The results in-
dicate that the normalized thermal boundary layer thickness is
rather thick in the initial stage and then decreases quickly to a
small value exhibiting a reasonable physical trend. It should be
noted that the current model gives thinner thermal boundary layer
thickness when compared to the limiting thermal layer thickness
based on internal vortex convection model. Utilizing the model of
Abramzon and Sirignano [13], Ra and Reitz [12] suggested that
the value of thermal layer thickness be limited to 1/2.257 of the
droplet radius. It was also observed that, based on the current
model, the turbulent diffusivity within the droplet was at least one
order of magnitude greater than the laminar thermal diffusivity.
The turbulent thermal diffusivity decreased in tandem with the
decrease in the kinetic energy experienced by the drop. The varia-
tion of the drop surface temperature 7, and the bulk temperature
of the drop T, for the finite-conductivity (F-C) model in compari-
son to the bulk temperature calculated using the infinite-
conductivity (I-C) model is shown in Fig. 2. The temperature
profiles for T, and T, were in close comparison to the results
obtained by Ref. [12] for iso-octane evaporation. The variation of
the normalized parent drop radius with time for a one-way
coupled test case, with iso-octane fuel evaporating in a quiescent
environment is shown in Fig. 3. The present F-C model predicted
higher rate of change in the droplet radius (i.e., shorter droplet
lifetime) when compared to the ones using the I-C model. This is
due to the higher droplet surface temperature predicted by the
current model, as seen from Fig. 2. The higher surface tempera-
ture produced higher fuel molar fraction and thus gave higher
evaporation rate according to Eq. (10). The results of this com-
parison indicated that the droplet lifetimes predicted by the finite
conductivity model are shorter than the prediction by the infinite
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Table 1 Test conditions for the measurements of Yokota et al. [21]
Case Py Py Tamb My Gas Environment
Evap. spray 30 Mpa 3 Mpa 900 K 0.00326 kg/s N,

conductivity model. The difference in rates increases with in-
crease in ambient temperature. It should be noted that this one-
way coupling simulation case involves droplet (blob) evaporation
with primary breakup; thus, the droplet size decreases quite rap-
idly in the initial region. The nonevaporating one-way results us-
ing the T-blob/T-TAB model is also shown in Fig. 3 for compari-
son. The current model compares favorably with the models of
Refs. [8,10,12]. The next step in the numerical development of the
model was to validate its efficiency for applications in practical
situations. To this effect, the model was then incorporated into the
finite volume CFD code ACE+ [19] for two-way coupled valida-
tion study using the stochastic Eulerian-Lagrangian methodology
[20]. In the two-way simulation, mutual interaction between the
gas phase and the evaporating spray were accounted for by extra
source terms in the equations of change for mass and momentum.
Detailed numerical implementation, as well as grid size and time
step issues, can be found in Balasubramanyam [18].

Two-Way Coupled Evaporating Spray Validation. To evalu-
ate the current evaporation model, the two-dimensional (2D) axis-
symmetric subsonic low-evaporating spray of Yokota et al. [21]
was tested for a two-way coupling CFD calculation since a similar
nonevaporating test case was used for the T-blob/T-TAB valida-
tion study [15]. Liquid fuel (Tridecane, C;3H,g) is injected
through a single-hole nozzle into a pressurized, high-temperature
ambient N, environment. The test conditions for the evaporating
spray are summarized in Table 1. The nozzle diameter was
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Fig. 4 Spray tip penetration with time comparisons using the
current F-C model and the infinite-conductivity (I-C) model
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0.16 mm. Egs. (1) and (2), with the same values for nozzle pa-
rameters except for nozzle diameter and jet velocity, were used to
estimate the initial liquid turbulence quantities. A computational
domain of 20 mm in radius and 100 mm in length discretized by
a 50 radial X 75 axial grid was used. The mesh spacing was non-
uniform with refinement on the centreline and close to the injec-
tor. A constant time step of 2.5 X 107° s was used with an injection
period of 4 us. The properties of liquid fuel Tridecane were taken
from the NIST/JANAF database.

Estimating the penetration of a fuel jet into an airstream is an
important global property for model validation and is presented
first. In Fig. 4, the predicted tip penetration results using the cur-
rent finite-conductivity (F-C) evaporation model coupled with the
T-blob/T-TAB atomization model are compared to the measured
data. For reference, predictions using classical Blob/TAB/infinite-
conductivity (I-C) model, as well as using T-blob/T-TAB/infinite-
conductivity model are also shown in the same figure. As indi-
cated in [8], the infinite-conductivity evaporation models tend to

Fig. 5 Temperature contours (X, Y direction in meters) at
4 us: (a) I-C with Blob/TAB, (b) I-C with T-blob/T-TAB, and (c¢)
F-C with T-blob /T-TAB
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overpredict the evaporation rate for multidimensional two-way
coupled calculations, thus, gave shorter tip penetration. On the
other hand, the finite-conductivity model slows down the evapo-
ration process, and produce larger droplets and longer penetration.
It should be noted that the coalescence model [15] was used for all
two-way coupling calculation cases. The coalescence model is
responsible for the calculated overshoot phenomena observed in
the initial period of injection for all simulated cases. In the down-
stream region, the current model gives much better comparison to
the experimental data. The heat transfer aspects of the evaporating
jet are shown in Fig. 5 at time of 4 us after injection. As can be
observed, the models incorporating the turbulence effects in the
primary and secondary atomization processes give more reason-
able qualitative pictures when compared to the classical atomiza-
tion model without liquid turbulence effect. Comparing Figs. 5(b)
and 5(c), the surface temperature contours predicted by the current
finite-conductivity model show the effect of slowing down the rate
of evaporation, and qualitatively compared well to the more so-
phisticated droplet heat-up model of Bertoli and Migliaccio [8].

Concluding Remarks

Based on the two-temperature film theory, a new finite-
conductivity model accounting for droplet internal turbulence ef-
fect is developed for evaporating spray numerical calculations.
The model is an extension of the existing T-blob/T-TAB
atomization/spray model that provides the turbulence characteris-
tics for estimating an effective thermal diffusivity within the drop-
let. Based on the one-way simple spray results, the model exhibits
reasonable physical trends in terms of droplet evaporation fea-
tures. The current model can be efficiently incorporated into prac-
tical spray combustion CFD codes. In two-way Eulerian-
Lagrangian multidimensional full CFD simulations utilizing CFD-
ACE+ code, the current finite-conductivity model coupled with the
T-blob/T-TAB model shows superior performance to the conven-
tional infinite-conductivity evaporation model, by comparison to
evaporating spray experimental data.
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Nomenclature
A, = droplet surface area (m?)
B,, = gas phase mass transfer number
C, = discharge coefficient of injector nozzle (0.07 in
this study)
= specific heat capacity of mixture (KJ/kg K)
turbulence constant

binary diffusivity (m?/s)

= loss coefficient due to nozzle inlet geometry
(0.45)

K, = proportionality constant (0.23)

k = turbulent kinetic energy of the liquid (m?/s?)

L, = latent heat of the fuel at surface temperature

(KJ/kg)
m, = droplet mass (kg)
Nu, = gas phase Nusselt number

Pr, = turbulent Prandtl number (0.9)
Pum = atmospheric pressure (Pa)
P, = gas phase pressure (Pa)
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q; = heat transfer rate from droplet surface to drop-

let core
q, = heat transfer rate from gas phase to droplet
surface
ry = droplet radius (m), D), is diameter
Sh, = gas phase Sherwood number

T, = fuel boiling temperature (K)
T, = bulk temperature of droplet (K)
T, = ambient gas temperature (K)
T, = droplet surface temperature (K)
s = area ratio at nozzle contraction, (0.0 in this
study)
U = droplet injection velocity (m/s)
ay = effective thermal diffusivity (m?/s)
Qam = laminar thermal diffusivity (m?/s)
@y = turbulent thermal diffusivity (m?/s)
N\; = liquid thermal conductivity
N\, = gas thermal conductivity (KW/m K)
&, = turbulent dissipation rate (m2/s%)
8, = equivalent thickness of thermal boundary layer

References

[1] Sazhin, S. S., 2006, “Advanced Models of Fuel Droplet Heating and Evapo-
ration,” Prog. Energy Combust. Sci., 32, pp. 162-214.

[2] Dombrovsky, L. A., and Sazhin, S. S., 2003, “A Parabolic Temperature Profile
Model for Heating of Droplets,” ASME J. Heat Transfer, 125, pp. 535-537.

[3] Mukhopadhyay, A., and Sanyal, D., 2005, “A Semi-Analytical Model for
Evaporating Fuel Droplets,” ASME J. Heat Transfer, 127, pp. 199-203.

[4] Yao, G. F,, 2006, “A Film-Theory-Based Model for a Multicomponent Droplet
Evaporation at Both Low and High-Pressure Environments,” ASME J. Heat
Transfer, 128, pp. 290-294.

[5] Aggarwal, S. K., 1987, “Modeling of Dilute Vaporizing Multicomponent Fuel
Spray,” Int. J. Heat Mass Transfer, 30, pp. 1949-1961.

[6] Aggarwal, S. K., Tong, A., and Sirignano, W. A., 1984, “A Comparison of
Vaporization Models for Spray Calculations,” AIAA J., 22, pp. 1448-1457.

[7] Tolpadi, A. K., Aggarwal, S. K., and Mongia, H., 2000, “An Advanced Spray
Model for Application to the Prediction of Gas Turbine Combustor Flow-
fields,” Numer. Heat Transfer, Part A, 38, pp. 325-340.

[8] Bertoli, C., and Migliaccio, M., 1999, “A Finite Conductivity Model for Diesel
Spray Evaporation Computations,” Int. J. Heat Fluid Flow, 20, pp. 552-561.

[9] Renksizbulut, M., Bussmann, M., and Li, X., 1992, “A Droplet Vaporization
Model for Spray Calculations,” Part. Part. Syst. Charact., 9, 59-65.

[10] Zeng, Y., and Lee, C. F,, 2002, “A Model for Multicomponent Spray Vapor-
ization in a High-Pressure and High-Temperature Environment,” ASME J.
Eng. Gas Turbines Power, 124, pp. 717-724.

[11] Miller, R. S., Harstad, K., and Bellan, J., 1998, “Evaluation of Equilibrium and
Non-Equilibrium Evaporation Models for Many-Droplet Gas-Liquid Flow
Simulations,” Int. J. Multiphase Flow, 24, pp. 1025-1055.

[12] Ra, Y., and Reitz, R. D., 2003, “The Application of a Multicomponent Droplet
Vaporization Model to Gasoline Direct Injection Engines,” Int. J. Energy Res.,
4, pp. 193-218.

[13] Abramzon, B., and Sirignano, W. A., 1989, “Droplet Vaporization Model for
Spray Combustion Calculations,” Int. J. Heat Mass Transfer, 32, 1605-1618.

[14] Trinh, H. P, and Chen, C. P., 2006, “Modeling of Turbulence Effects on Liquid
Jet Atomization and Breakup,” Atomization Sprays 16(8), pp. 907-932.

[15] Trinh, H. P,, Chen, C. P., and Balasubramanyam, M. S., 2007, “Numerical
Simulation of Liquid Jet Atomization Including Turbulence Effects,” ASME J.
Eng. Gas Turbines Power(accepted).

[16] Sirignano, W. A., 1999, Fluid Dynamics and Transport of Droplets and
Sprays, Cambridge University Press, Cambridge, UK.

[17] Amsden, A. A., O’'Rourke, P. J., and Butler, T. D., 1989, “KIVA-II: A Com-
puter Program for Chemically Reactive Flows With Sprays,” KIVA LA-11560-
MS.

[18] Balasubramanyam, M. S., 2006, Modeling Turbulence Effects on the Heat and
Mass Transfer of Evaporating Sprays, Ph. D. dissertation, Department of Me-
chanical and Aerospace Engineering, University of Alabama in Huntsville.

[19] CFD-ACE+, 2004, ACE + Theory Manual, CFD Research Corporation.

[20] Chen, C. P, Shang, H. M., and Jiang, Yu, 1992, “An Efficient Pressure-
Velocity Coupling Method for Two-Phase Gas-Droplet Flows,” Int. J. Numer.
Methods Fluids, 15, pp. 233-245.

[21] Yokota, H., Kamimoto, T., and Kobayashi, H., 1988, “A Study of Diesel Spray
and Flame by an Image Processing Technique,” Bull. JISME, 54, pp. 741-748.

Transactions of the ASME



Mixed Convection on the Stagnation
Point Flow Toward a Vertical,
Continuously Stretching Sheet

A. Ishak

R. Nazar!
e-mail: rmn72my @yahoo.com

School of Mathematical Sciences,
Faculty of Science and Technology,
Universiti Kebangsaan Malaysia,
43600 UKM Bangi, Selangor, Malaysia

I. Pop

Faculty of Mathematics,
University of Cluj,

R-3400 Cluj CP 253, Romania

The stagnation point flow toward a stretching vertical sheet is
investigated in this study. The temperature and velocity of the
sheet as well as the velocity of the external flow are assumed to
vary in a power law with the distance from the stagnation point.
The governing system of equations is first transformed into a di-
mensionless form, and then the resulting equations are solved nu-
merically by a finite-difference method. The features of the flow
and heat transfer characteristics for different values of the gov-
erning parameters are analyzed and discussed. Both assisting and
opposing flows are considered. It is found that, for opposing flow,
dual solutions exist in the neighborhood of the separation region,
whereas for assisting flow the solution is unique.

[DOL: 10.1115/1.2737482]

Keywords: mixed convection, stagnation point, stretching sheet,
dual solutions

1 Introduction

The flow near a stagnation point has wide industrial and tech-
nical applications, such as cooling of electronic devices by fans,
cooling of nuclear reactors during emergency shutdown, heat ex-
changers placed in a low-velocity environment, solar central re-
ceivers exposed to wind currents, and many hydrodynamic pro-
cesses. The combined forced and free convection (mixed
convection) flow is important when the buoyancy forces due to
the temperature difference between the surface and the freestream
become large, which in turn significantly affected the flow and the
thermal fields. The study of free (natural) convection, forced con-
vection or the combination of both convections has attracted many
investigations until recently (see e.g. [1,2]). Ramachandran et al.
[3] studied laminar mixed convection in two-dimensional stagna-
tion flows around heated surfaces at rest. They found that a re-
verse flow develops in the buoyancy opposing flow region, and
dual solutions are found to exist for a certain range of the buoy-
ancy parameter.

In this note, we present an analysis that may be regarded as the
extension of Chen [4], by considering external flow impinging
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normally toward the stretching vertical surface. The boundary and
external flow velocities as well as the surface temperature are
assumed to vary in a power law with the distance from the stag-
nation point.

2 Mathematical Formulation

Consider the steady, two-dimensional stagnation flow normal to
a stretching sheet immersed in an incompressible viscous fluid.
The temperature and velocity of the sheet as well as the velocity
of the external flow are assumed to vary in a power law with the
distance from the stagnation point, i.e., T,,(x)=T,+ax", u,(x)
=bx™ and u,(x)=cx™, respectively, where a, b, and ¢ are constants
and m and n are the exponents. Under these assumptions along
with the Boussinesq and boundary layer approximations, the
equations that model the problem under consideration are

o

+—= 1
ox dy W
ou u du, Fu
u—+v—=u,—+v_— +gB(T-T.) ()
ox dy dx ay
ar  ar  FT
u—+v—=a— (3)
ox dy dy
subject to the boundary conditions
u=u,(x), v=0, T=T,(x) at y=0
u—u,(x), T—T, as y—o 4)

The continuity equation can be satisfied by introducing a stream
function ¢, such that u=3diy/dy and v=-3dy/dx. The momentum
and energy equations can be transformed into the corresponding
ordinary differential equations by the following dimensionless
similarity variables (see [4]):

n=|——| v
129

x,y)

1= o 7
T-T.,
0(n) = 5
(0 =77 5)
The transformed ordinary differential equations are
+1
f’”+mTff”—mf’2+mez+)\0=0 6)
1 m+1
—0"+——f0 —nf'0=0 7
e ] )

Here, primes denote differentiation with respect to », e=c/b is the
velocity ratio parameter, Pr=v/a is the Prandtl number, Gr,
=gB(T,,—T.)x>/1? is the local Grashof number, and Re,=u,x/v
is the local Reynolds number. It can be shown that \ is indepen-
dent of x if n=2m—1. Thus, when A\ # 0, the similarity solutions
are obtained under this limitation. Now, Eq. (7) becomes

1 +1
— 0+ —2m- 1) 6=0 )
Pr 2
The transformed boundary conditions are
f0)=0, f(0)=1, 60)=1
f()—0, 0n—0 as np—c )

Furthermore, A >0 and A <0 correspond to the assisting (aiding)
and opposing flows, respectively. It is worth mentioning that for
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Table 1 Values of the local Nusselt number -6'(0) for various values of Pr and n when A=0, €=0, and m=1
Chen [4] Grubka and Bobba [6] Present results

n Pr=1 Pr=3 Pr=10 Pr=1 Pr=3 Pr=10 Pr=1 Pr=3 Pr=10
-2 —1.00003 —-3.00046 —10.0047 —1.0000 -3.0000 —10.0000 —-1.0000 -3.0000 —-10.0000
—1 — — — 0.0 0.0 0.0 0.0 0.0 0.0

0 0.58199 1.16523 2.30796 0.5820 1.1652 2.3080 0.5820 1.1652 2.3080
1 — — — 1.0000 1.9237 3.7207 1.0000 1.9237 3.7207
2 1.33334 2.509972 4.79686 1.3333 2.5097 4.7969 1.3333 2.5097 4.7969

A=0, Egs. (6) and (8) are decoupled and this case corresponds to
the forced convection flow past a stretching sheet.

We note that in the absence of the external flow (¢=0), Egs. (6)
and (8) reduce to those of Chen [4], while when both external
flow and buoyancy force are absent, the analytical solution of Eq.
(6) for m=1 is given by Crane [5], and the analytical solution of
Eq. (8) can be found in Grubka and Bobba [6]. On the other hand,
when A=0 and e=1, the solution of Eq. (6) subjected to (9) is
given by

f)=mn (10)
Integrating Eq. (8) subject to the boundary conditions (9) gives

—0’(0)=5m_lprf 1 6dn (11)
0

2

which represents the heat transfer rate at the surface. From Eq.
(11), m=1/5 represents a stretching surface subject to an adiabatic
situation, i.e., —6'(0)=0.

3 Results and Discussion

Equations (6) and (8) subject to the boundary conditions (9)
have been solved numerically for some values of parameters using
the Keller-box method. For simplicity, we considered Prandtl
number unity throughout the paper, except for comparisons to the
previously investigated cases from open literature. The compari-
sons of the values of the local Nusselt number and the skin fric-
tion coefficient in terms of —§’(0) and f”(0) are shown in Tables 1
and 2, respectively. The results are found to be in very good
agreement.

Figure 1 shows the numerical results of the dimensionless skin
friction coefficient as a function of \ for various values of the
velocity exponent parameter m when Pr=1 and e=1, while the
respective local Nusselt number is presented in Fig. 2. It is seen
from Fig. 1 that the values of f”(0) are positives for the assisting
flow, whereas they are negatives for the opposing flow. Physically,
positive sign of f”(0) implies that the fluid exerts a drag force on
the sheet and negative sign implies the opposite. Moreover, all
curves intersect at a point where A=0, i.e., when the buoyancy
force is lacking. The value of f”(0) at this point is zero. This is not
surprising since Egs. (6) and (8) are decoupled when A =0, and the
stretching velocity is equal to the external velocity when e=1,
which implies zero skin friction. This result is in agreement with
the exact solution (10), which implies f(#)=0, for all 7. The zero

skin friction here does not mean separation, but corresponds to the
situation when the sheet and the fluid move with the same veloc-
ity. In contrast, Fig. 2 shows that there are heat transfers from the
sheet to the fluid even when the skin friction is zero for m # 0.2,
because the sheet and the fluid are at different temperatures. An
interesting result is found when m=0.2; that is, —6’(0)=0, which
indicates no local heat transfer at the surface of the stretching
sheet for all x>0 even they are at different temperatures. This
result is in agreement with Eq. (11). The paradox is resolved by
recalling that the similarity solution requires a singular behavior
of the temperature at x=0, cf. T, (x)=T..+bx>"~'. Nevertheless,
although dissipation has been neglected, the temperature of the
fluid keeps changing during the flow process. Thus, all the neces-
sary heat to change the fluid temperature must be transferred at
the singular point x=0 [11,12].

Figures 1 and 2 show the existence of dual solutions in the
neighborhood of the separation region. The solution for a particu-
lar value of m exists up to a critical value of N (A, say). Beyond
this value, the boundary layer separates from the surface; thus, we
are unable to get the solution using the boundary layer approxi-
mations. To obtain further solution, the full Navier-Stokes equa-
tion has to be used. It is evident from Figs. 1 and 2 that larger
values of m delay the boundary layer separation. The curve for a
particular value of m bifurcates at A=\_, and the lower branch
solution continues further and terminates at a certain value of \. It
should be remarked that the computations have been performed
until the point where the solution does not converge, and the cal-
culations were terminated at that point. Figures 3 and 4 present the
velocity and temperature profiles for selected values of param-
eters, which support the dual nature of the solutions presented in
Figs. 1 and 2. Furthermore, Fig. 3 shows that there exist a region
of reversed flow located away from the sheet.

Figures 5 and 6 present the numerical solutions of the skin
friction coefficient and the local Nusselt number for various val-
ues of the velocity ratio parameter €. The results for e=0 are
qualitatively in good agreement with those obtained by Chen [4].
It is evident from Figs. 5 and 6 that the boundary layer separation
can be delayed by increasing the velocity of the external flow in
comparison with the velocity of the stretching sheet. As men-
tioned previously, dual solutions are found to exist in the neigh-
borhood of the separation region, which gives an early sign that
the flow is unstable and in transition to become turbulent.

Table 2 Values of the skin friction coefficient f”(0) for various values of ¢ when A=0 and m=0

€ Mahapatra and Gupta [7] Nazar et al. [8] Nazar et al. [9] Ishak et al. [10] Present results
0.1 -0.9694 -0.9694 -0.9694 -0.9694 -0.9694
0.2 -0.9181 -0.9181 -0.9181 -0.9181 -0.9181
0.5 -0.6673 -0.6673 -0.6673 -0.6673 -0.6673

2 2.0175 2.0176 2.0176 2.0175 2.0175

3 47293 4.7296 4.7296 47294 4.7294
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Fig. 1 Plot of f’(0) versus \ for Pr=1 and e=1

4 Conclusions

The effects of governing parameters such as m, n, €, and A\ on
the flow and heat transfer characteristics are examined for a fixed
value of Pr, namely, Pr=1. Similarity solutions are obtained in the
presence of buoyancy force if n=2m—1. Dual solutions are found
to exist in the neighborhood of the separation region. Boundary
layer separation for the case of opposing flow can be delayed by

1 .
\ Pr=1,m=1,e=1,A=-4

0.87 \\ -

o (n)

0.41 IS B

0.2r first 3qlution . 1
OO 1 2 3 4 5
n

Fig. 4 Plot of 6(#n) versus 7 for Pr=1, m=1, e=1 and A=-4

increasing the value of m or €. Both the skin friction coefficient
and the local Nusselt number increase as the buoyancy parameter
\ increases. For m=0.2 (i.e., n=—0.6), although the surface tem-
perature is different from the freestream temperature, there is no
local heat transfer at the surface except at the singular point, i.e.,
stagnation point.
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) . . ) ) ) ) -6 L 1 1 L 1 1 L 1 1
B TS % > > 0 5 2 -14 -12 -10 -8 -6 -4 -2 0 2 4
N A
Fig. 2 Plot of —¢'(0) versus A for Pr=1 and e=1 Fig. 5 Plot of f”(0) versus X for Pr=1 and m=1
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Fig. 3 Plot of f () versus 7 for Pr=1, m=1, e=1 and A=-4
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Fig. 6 Plot of —6'(0) versus A\ for Pr=1 and m=1
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Nomenclature
a,b,c = constants
f = dimensionless stream function
g = acceleration due to gravity
Gr, = local Grashof number
m = velocity exponent parameter
n = temperature exponent parameter
Nu, = local Nusselt number
Pr = Prandtl number
Re, = local Reynolds number
T = fluid temperature
T,(x) = temperature of the stretching sheet
T, = ambient temperature
u,v = velocity components along the x and y direc-
tions, respectively
u,(x) = velocity of the external flow
u,(x) = velocity of the stretching sheet
x,y = Cartesian coordinates along the surface and
normal to it, respectively

Greek Symbols
a = thermal diffusivity
= thermal expansion coefficient
= velocity ratio parameter
similarity variable
= dimensionless temperature
= buoyancy or mixed convection parameter

1090 / Vol. 129, AUGUST 2007

m = dynamic viscosity

v = kinematic viscosity

p = fluid density

¢ = stream function
Subscripts

w = condition at the stretching sheet

o = condition far from the stretching sheet
Superscript

" = differentiation with respect to 7
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In this study, exact analytical results are presented for fully devel-
oped mixed convective heat transfer of a Newtonian fluid in an
open-ended vertical parallel plate microchannel with asymmetric
wall heating at uniform heat fluxes. The velocity slip and the
temperature jump at the wall are included in the formulation. The
effects of the modified mixed convection parameter, Gr,/Re, the
Knudsen number, Kn, and the ratio of wall heat flux, rqqu/ q,, on
the microchannel hydrodynamic and thermal behaviors are deter-
mined. Finally, a Nu=f(Gr,/Re,Kn,r,) expression is developed.
For, the limiting case of Kn=0, the results are found to be in an
excellent agreement with those in the existing literature.
[DOL: 10.1115/1.2737483]

Keywords: microfluidics, vertical microchannel, mixed
convection, temperature jump, velocity slip

1 Introduction

With the rapid growth of novel techniques applied in microelec-
tromechanical systems (MEMS) and biomedical applications,
such as drug delivery, DNA sequencing, and bio-MEMS, the mi-
crofluidics become an important research area in recent years.
Aydin and Avci [1-4] theoretically studied forced convective heat
transfer in two different microgeometries, mainly microtube and
microduct between two parallel plates, both for the fully devel-
oped and for the developing cases.

Although there are many studies on forced convection in mi-
crochannels, there are only a few studies regarding natural or
mixed convection. Chen and Weng [5] analytically studied the
fully developed natural convection in an open-ended vertical par-
allel plate microchannel with asymmetric wall temperature distri-
butions. The effects of rarefaction and fluid-wall interaction were
shown to increase the volume flow and to decrease the heat trans-
fer rate. Khadrawi et al. [6] analytically investigated the transient
hydrodynamics and thermal behaviors of fluid flow in an open-
ended vertical parallel-plate microchannel under the effect of the
hyperbolic heat conduction model. Haddad et al. 7] numerically
investigated the developing hydrodynamical behaviors of free
convection gas flow in a vertical open-ended parallel-plate micro-
channel filled with porous media.

In a recent study, the present authors [8] studied mixed convec-
tion of rarefied gas in a vertical asymmetrically heated microchan-
nel between two parallel plates. In that study, isothermal boundary
conditions at walls were considered. In the present attempt, it is
aimed at extending that study to the case at which constant wall
heat fluxes are considered at walls. The effects of the modified

lCorresponding author.

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL OF HEAT TRANSFER. Manuscript received May 29, 2006; final manuscript received
October 26, 2006. Review conducted by Jay M. Khodadadi.
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mixed convection parameter, Grq/ Re, the Knudsen number, Kn,
and the ratio of wall heat flux, r,=q;/q,, on the temperature pro-
file and subsequently on the Nusselt, Nu, number are determined.

2 Analysis

Figure 1 illustrates the geometry considered, a microchannel
between two parallel plates having asymmetric heat fluxes. Both
hydrodynamically and thermally fully developed flow is assumed.
Steady, laminar flow having constant properties is considered. The
axial heat conduction in the fluid and in the wall is assumed to be
negligible. In a similar manner followed in Ref. [8], the usual
continuum approach is applied by the continuum equations with
the two main characteristics of the microscale phenomena, the
velocity slip and the temperature jump. Velocity slip is defined as

[9]
2—-F_ ou
Uy=———\ —
Foooyl,-w

where u; is the slip velocity, \ is the molecular mean free path,
and F is the tangential momentum accommodation coefficient,
and the temperature jump is defined as [9]

2-F, 2y N 4T
F, y+1Pr gy

where T is the temperature of the gas at the wall, 7, is the wall
temperature, and F, is the thermal accommodation coefficient,
which depends on the gas and surface material. Particularly for
air, it assumes typical values near unity. For the rest of the analy-
sis, F' and F, will be shown by F.

In a sufficient long channel, the velocity and the temperature
profiles will cease to change with distance along the channel, i.e.,
a fully developed flow will exist [10]. Assuming hydrodynami-
cally fully developed flow, the transverse velocity becomes equal
to zero. Then, the continuity equation drops to du/dx=0. Using
the Boussinesq approximation, ignoring viscous dissipation (as-
suming a low-speed flow of a low-Pr fluid [5]) and substituting
the above condition into the governing equations of the heat and
fluid flow, we obtain

(1)

Ts - Tw =

2)

y=W

d i
0=-°¢ +ug§ + Bep(T-T, ) 3)
ar k &T
U =3 (4)
X pc, dy

The pressure p is thus measured relative to that which would exist
at the same elevation in the stagnant fluid if it were at a uniform
temperature of T;, The positive sign in front of the buoyancy term
applies to the buoyancy-assisted flow and the negative one apply-
ing to the buoyancy-opposed flow [10].

The boundary conditions for these equations are

— -
. .
_— [,
. .
_— .

q, q,
_— .
. .

W
_— .
_— .
X
. .
. Y .

Fig. 1 Schematic diagram of the flow domain
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u=u, at y=0 A C 2B4:D upDy,
r,= 22t Re= 2t

)7
Kn=—, Pr=—%, G , = , 7
"oy Tk 4 v D
u=uy, at y=W
(9T B —_ 2__}? —_ ﬁﬂi
_=—% at y=0 R
% Equations (3) and (4) can be written as
T q dP d*U Gr
o=, At y=Ww ) -t +=19=0 8
a k dX  dY* Re ®)
For thermally developed flow,
T 0 (1 + ‘“) (9)
a + —= =
ad_a+q ) dy? @
ax  pcyu, W . . . . .
) ) ) ) ) - In terms of the dimensionless variables introduced in Eq. (7), the
By 1ntr0duc1ng the followmg nondimensional quantltles, b()undary conditions given in Eq (5) can be shown as
X y q1 p+pgx dU
X= , Y=", r,=—, P= ) U=B,Kn— at Y=0
D, Re D, g, puﬁ By dy
T-T,, u dUu
§= —=1 =— U=-B,Kn— at Y=05
quh/k Uy dY

Table 1 Typical values of constants C;, C,, C;, and C,

r,=0.0
Gr,/Re Kn C, C, Cs Cy
0.00 3.56532 -3.56532 —13.38252 20.51316
1 0.02 2.97156 -2.77816 ~10.78692 16.53665
0.06 2.28121 ~1.86303 —~7.76875 11.91299
0.10 1.89216 —1.34734 —6.06755 9.30705
0.00 1.29901 ~1.29901 —0.94282 3.54083
50 0.02 1.13344 -0.94733 ~0.72772 2.80849
0.06 0.94099 —0.54284 —0.47635 1.96018
0.10 0.83253 —0.31800 ~0.33367 1.48420
0.00 1.05750 —~1.05750 —0.41937 2.53437
100 0.02 0.93062 ~0.75168 —~0.29550 1.97780
0.06 0.78272 —0.40403 —0.14962 1.33636
0.10 0.69901 —0.21364 —0.06600 0.97864
7,=0.5
0.00 3.14584 —3.14584 ~10.56372 17.16560
1 0.02 2.61851 —2.42500 —~8.50416 13.85787
0.06 2.00538 —~1.58690 ~6.10936 10.01184
0.10 1.65983 —1.11458 —4.75956 7.84418
0.00 1.00047 ~1.00047 —0.60638 3.43220
50 0.02 0.85921 ~0.66729 —0.45242 2.80379
0.06 0.69508 —0.28235 —0.27305 2.07535
0.10 0.60259 —0.06705 —0.17163 1.66614
0.00 0.76537 —0.76537 ~0.21609 2.72778
100 0.02 0.65912 —0.46864 ~0.13323 2.24193
0.06 0.53554 —~0.12801 —0.03637 1.68086
0.10 0.46578 0.06109 0.01867 1.36697
r,=1.0
0.00 2.87634 —2.87634 —8.90402 15.15670
1 0.02 2.39220 -2.19857 ~7.16036 12.25113
0.06 1.82928 ~1.41051 ~5.13293 8.87272
0.10 1.51201 —0.96634 ~3.99024 6.96858
0.00 0.82091 —0.82091 —0.42563 3.39702
50 0.02 0.69563 —0.49796 ~0.30682 2.82999
0.06 0.55026 —0.12322 —~0.16895 2.17201
0.10 0.46847 0.08763 —0.09137 1.80179
0.00 0.59553 —~0.59553 ~0.11637 2.88858
100 0.02 0.50312 -0.30136 —0.05680 2.44242
0.06 0.39610 0.03930 0.01218 1.92576
0.10 0.33599 0.23064 0.05093 1.63556
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o f_ . a v=0
dy q> 4
do
—= at Y=05 (10)
dy
Equation (8) can be rewritten to give 6 as
Re (dP d*U
e e (1)
Gr,\dX ~ dy

By double-differentiating Eq. (8) with respect to Y and using
Eq. (9), one obtains the fourth-order differential equation

da*u Gr
—=—2—4<1 +ﬂ>U

12
dy* Re q» (12)

or

d4U Gr 1/4
—=—48'U  where §=[—‘L<l+ﬂ)U] (13)
dy 2 Re q>

The parameter £ is real since g,=|q,] (i.e., the net heating effect is

positive). The general solution of Eq. (13), therefore, leads to the
following velocity profile:

U= C,e% cos(£Y) + Coe™8Y cos(£Y) + Cyet! sin(£Y)

+ Cue sin(£Y) (14)

By applying the boundary conditions given in Eq. (10), the four
unknown constants C;, C,, C3, and C4 can be obtained. Some
typical values of these constants for different values of Gr,/Re,
Kn and r, are tabulated in Table 1.

Once the velocity profile is obtained, Eq. (3) is applied at Y
=0 and yields the pressure gradient

dP
—=28(C3-Cy)

dx (13)

Substituting Eqgs. (14) and (15) into the energy equation, Eq. (11),
gives

R
9=— —Ge (2867 9[(Cy - Cy)et + (C3¢28 — C,)cos(£Y)
T
q

+(Cy = C,*P)sin(éN) ]} (16)

Taking the temperature jump into consideration, Eq. (16) becomes
. T-T T-T T,,-T Re
* 1 - ( s,l) n ( s,1 1) - _{2§2€_§Y[(C4— C3)€§Y
quh/k quh/k quh/k Grq
+(C3e* = Cy)cos(€Y) + (C, — Cre*)sin(£Y) ]}
- B Kn(q/q,) (17)

Using Eq. (17), the dimensionless mean/bulk temperature is de-

fined as
0.5
j ve'dy
* m= Tl 0

6 = = 18
" (gDl 03 )
udy

0

The convective heat transfer coefficients at the left-hand side and
right-hand side walls can be obtained as follows:

P k (9T1dy)|y=0 _ 1 kgi/g0)
1 Tl - Tm 0* Dh

m
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k (9T/3y)|,-w
== =
27 4m
__ k/Dh (19)
6, — 6°(0.5) - B, Kn

Similarly, the Nusselt numbers at the left-hand side and right-hand
side walls can be written as, respectively,

_ k (8T/dy)|,=w
(T,-T) - (Tsﬁz -T)+ (Ts,z -T)

/
Nu, =-— —(q‘gfz) (20)
1
Nu, = (21)

6. - 6°(0.5) - B, Kn

3 Results and Discussion

In this study, we investigate the interactive effects of the modi-
fied mixed convection parameter, Grq/ Re, the Knudsen number,
Kn, and the ratio of wall heat flux, ¢;/¢,, on heat and fluid flow in
a microchannel between two parallel plates with asymmetrical
heating for both hydrodynamically and thermally fully developed
case. The Knudsen number is the ratio of the gas mean free path A
to the characteristic dimension in the flow field D;, and determines
the degree of rarefaction and the degree of the validity of the
continuum approach. As Kn increases, rarefaction become more

1.6 . . . .
P
14 ST T : .
Vs N
12 | : ™, .
V4 \\
10| /
A A\N
7/ —— — GriRe-1 N
2081 1/ q v _
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0.6 F /'// Grq/ Re = 1000 \\\ i
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04 [ § 1
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(b) : . . v ) ) .

Fig. 2 Velocity (a) and temperature (b) distributions as a func-
tion Gry/Re for Kn=0 and r,=1
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Fig. 3 Velocity and temperature distributions as a function Kn
for Gr,/Re=50 at r,=1
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Fig. 4 The variation of the Nu with the Gr./Re at different val-
ues of Kn for r,=1
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Fig. 5 The variation of the Nu; (a) and Nu, (b) with the r, at
different values of Kn for Gr,/Re=50

important, and eventually the continuum approach breaks down.
In this study, we examined Knudsen number values in the range of
0<Kn=0.1. In the range of 0.001 <Kn=0.1, the slip-flow re-
gime (slightly rarefied) is disclosed to exist. We covered the fol-
lowing values of the modified mixed convection parameter:
Grq/Re=l, 50, 100, 200, 1000, and 2000. The working fluid is
considered as air with a Prandtl number of 0.7. The regarding
value of S, is calculated to be 1.667.

At first, we validated our analysis by comparing limiting results
for the case of Kn=0 to those available in the existing literature.
For r,=1, Fig. 2 shows velocity and temperature profiles for Kn
=0, which are exactly identical to those given by Boulama and
Galanis [11]. As expected, for r,=1, both velocity and tempera-
ture profiles are symmetrical. An increase in Gr,/Re results in
flow acceleration near the walls and consequently flow decelera-
tion in the centerline of the channel. In addition, for rq=1, the
Nusselt numbers are obtained for Gr,/Re=1000 and 2000 as
8.819 and 9.377, respectively. These two values agree excellently
with those obtained in [11].

At microscale, for Gr,/Re=50, the influence of Kn on the ve-
locity and temperature profiles is illustrated for r,=1 in Fig. 3. It
can be seen that increasing Kn increases velocity slips at the walls
and decreases the maximum velocity.

At r,=1, the variation of Nu with Gr,/Re is plotted for differ-
ent values of Kn in Fig. 4. As expected, increasing Gr,/Re in-
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creases Nu, whereas increasing Kn decreases Nu. Because of the
lower values of the Gr,/Re present at microscale, the aiding effect
of the buoyancy forces on the inertia forces are not much. There-
fore, increasing Gr,/Re in this limited range will not have a pro-
found effect on Nu. For example, at Kn=0.02, increasing Gr,/Re
from 1 to 200 will lead to an increase of ~2% in Nu. Similarly, at
Gr,/Re=50, the variation of Nu with r, is shown for different
values of Kn at each wall in Fig. 5. For Nu at the left-hand side
wall, we observe a singular point at r, (Fig. 5(a)). At this singular
value of r,, the temperature at the left-hand side wall is equal to
that of the bulk fluid. The singular value of r, decreases with
increasing Kn. From Fig. 5(b), it is observed that Nu at the right-
hand side wall increases with increasing Tg» AS expected, since the
temperature at the right-hand side-wall is always higher than the
temperature of the bulk fluid (¢g,>¢q;).

Acknowledgment

The authors greatly acknowledge the financial support of this
work by the Scientific and Technological Research Council of
Turkey (TUBITAK) under Grant No. 104M436.

Nomenclature
specific heat at constant pressure (J/kg K)

D, = hydraulic diameter=2 W (m)

g = gravitational acceleration (m/s?)
Gr, = Grashof number, Eq. (7)
F tangential momentum accommodation
coefficient
F, thermal accommodation coefficient
h convective heat transfer coefficient (W/m? K)
k thermal conductivity (W/m K)
Kn = Knudsen number=\/D),,
Nu = Nusselt number=hD,,/k
p = static pressure (Pa)

P = dimensionless pressure=(p+pgx)/ pué
Pr

Tq
Re

q

T

u

U

w

= Prandtl number

= ratio of wall heat flux=¢,/¢,
= Reynolds number=u,,D,/v
= imposed heat flux (W/m?)

= temperature (K)

= axial velocity (m/s)

= dimensionless axial velocity
= channel width (m)
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= axial and transverse coordinates (m)
dimensionless axial and transverse coordinates
X=x/(D,Re) and Y=y/D,,

il

X,y
XY

Greek Symbols
B = thermal expansion coefficient (1/K)
Biv,B: = dimensionless variables, Eq. (7)
= specific heat ratio
= molecular mean free path
= dynamic viscosity (Pa s)
density (kg/m?)
kinematic viscosity (m?/s)
dimensionless temperature, Eq. (7)
dimensionless temperature, Eq. (17)

T e DE >
Il

Subscripts

inlet properties of the fluid (i.e., at x=0)
value on left wall (i.e., at y=0)

value on right wall (i.e., at y=W)

= mean value

fluid properties on wall

fluid properties on left wall

fluid properties on right wall

= wall

So—o
Il 1

v oW
SN~ w
Il
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Single-walled carbon nanotubes (SWNTs) are considered as prom-
ising filler materials for improving the thermal conductivity of
conventional polymers. We carefully investigated the thermal con-
ductivity of SWNT poly(methylmethacrylate) (PMMA) nanocom-
posites with random SWNT orientations and loading up to
9 vol % using the comparative technique. The composites were
prepared by coagulation and exhibit ~250% improvement in the
thermal conductivity at 9 vol %. The experimental results were
analyzed using the versatile Nielsen model, which accounts for
many important factors, including filler aspect ratio and maxi-
mum packing fraction. In this work, the aspect ratio was deter-
mined by atomic force microscopy (AFM) and used as an input
parameter in the Nielsen model. We obtained good agreement
between our results and the predictions of the Nielsen model,
which indicates that higher aspect ratio fillers are needed to
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achieve further enhancement. Our analysis also suggests that im-
proved thermal contact between the SWNT network and the matrix
material would be beneficial. [DOI: 10.1115/1.2737484]

Keywords: heat transfer, SWNT/PMMA nanocomposites, Nielsen
model, coagulation method, comparative method

Introduction

The exceptional thermal and mechanical properties of single
walled carbon nanotubes (SWNTs) make them a promising filler
material for polymer composites. Theoretically, the thermal con-
ductivity « of a (10,10) SWNT is 6000, W/mK higher than that
of diamond [1]. In addition, due to the very large aspect ratio (of
order 2000 [2]), the percolation threshold (the concentration at
which the dispersed nanotubes start to form interconnected paths)
for nanotube composites can be as low as 1% by volume. Based
on this, theoretical models predict that an addition of even a small
volume fraction of SWNTs would result in a significant increase
of composite «. However, experimental values for SWNT-
polymer composites are generally lower than those predicted
[2-5]. Several studies [6,7] suggested that large thermal resistance
at the nanotube-polymer interface, and between the nanotubes
themselves, limits x. Experimental investigations of heat transport
in these systems are still scarce, especially those with rigorous
characterization of the nanotubes incorporated into the compos-
ites.

Significantly, an atomic force microscopy (AFM) study [8]
showed that large SWNT aspect ratios are not preserved during
composite processing. Our analysis based on the Nielsen model
confirms that composite « depends very sensitively on aspect ra-
tio. Thus, k measurements combined with complete characteriza-
tion of nanotubes processed in the same way as for the composites
is very important for understanding thermal transport in nanotube
composites.

Sample Fabrication and Experimental Method

SWNT-PMMA composites with random SWNT orientations
were prepared by coagulation [9]. Purified SWNTs are dispersed
in dimethylformamide (DMF) using a sonication bath. In the next
step, the quantity of PMMA needed to obtain the desired compo-
sition is dissolved in the SWNT/DMF suspension, which is then
mixed with a large amount of distilled water in a blender. Due to
insolubility of PMMA in the DMF/water mixture, the PMMA
chains precipitate and trap the SWNT, preserving the dispersion of
SWNT in the composite. The final raw SWNT/PMMA nanocom-
posites are obtained after filtration and drying in vacuum. Molded
samples were cut to 2X2X 1.7 mm?® using a diamond saw. The
nanotubes were synthesized by the high-pressure CO (HiPCO)
method at Rice University [10]. Composite samples were fabri-
cated with SWNT loading as high as 9 vol %.

We used the comparative method [11] to measure k. A heat flow
Q passes through a constantan rod, then the sample, and finally a
second constantan rod, to a heat sink. A chip resistor is used as a
heater in order to establish a temperature gradient. Three differen-
tial type-E thermocouples using 0.0005 in. diam wire measure the
temperature drops across the sample and the standards. The
sample thermal conductance can be obtained by comparison to
either of the two standards. Averaging of the two results approxi-
mately accounts for radiation losses, since one of the two stan-
dards is hotter or colder than the sample.

AFM Characterization of SWNT Suspension

We characterized the SWNT/DMF suspension with a Nano-
scope III Multimode AFM in tapping mode in air. A silicon wafer
with a layer of 3-aminopropyl triethoxy silane on top was used as
substrate; the amine groups make the surface attractive to nano-
tubes [12]. To deposit the nanotubes, the wafer was dipped into
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Bundle length and diameter distributions of SWNT/DMF suspension used in the

preparation of the composites. The length distribution was compiled from several
5 umX5 um AFM scans of surface treated Si wafers dipped into the SWNT/DMF solu-
tion. The diameter distribution is derived from a large number of line scans. The mean
bundle diameter and length are 14.2 and 372 nm, respectively, giving an estimated as-

pect ratio of 26.

the prepared nanotube suspension in DMF. Dipping time was one
second or less and the surface was immediately washed with
methanol and blown dry with dry air. The short preparation time
minimized nanotube reaggregation. Scans 5 um X5 um were
taken with 512 pixels per scan line. This choice of the image size
was a trade-off between undersampling of single tubes (due to
resolution) and underestimating the true length distribution (due to
small scan size). Length measurements were done in Adobe Pho-
toshop (5.0.2) with the Measure Tool with an error of +40 nm.
The measurements of bundle diameter were done with Nanoscope
(v5.12r2) software with an error of +0.2 nm. Only tubular objects
over 100 nm in length were measured. Figure 1 shows a scan and
the corresponding length and diameter distributions. The mean
bundle diameter is 14.2+6 nm. The mean length is 372 nm. Thus,
we estimate the aspect ratio as 26. Assuming a circular cross
section and the ideal hexagonal close packing, one can estimate
that an average bundle consists of ~92 single tubes of 1.3 nm in
diameter. In reality there are fewer tubes per cross section because
of less than ideal packing. On the other hand, a bundle probably
has a total of more than 92 tubes because they are not continuous
from one end of a bundle to the other. This means that the effec-
tive k of the filler (bundles) can be much lower than that for a
single tube.

The Nielsen Model

Numerous models have been developed to predict x of two-
phase composites. The most basic models are the rule of mixtures
and the inverse rule of mixtures. The rule of mixtures model (or
series model) is the weighted average of matrix and filler thermal
conductivities. This model works well for unidirectional compos-
ites with continuous fibers. The inverse rule of mixtures (parallel
model) usually underestimates « of short fiber composites. The
more sophisticated heat transfer models can be categorized either
as heat flux law models, where the temperature field is solved for
an assumed geometry, or Ohm’s law models based on electrical
series resistance analogy.

We analyzed our experimental results based on the Nielsen
model [13], which is one of the Ohm’s law models. The Nielsen
model is one of the most versatile for conductive short fiber/
particulate systems. It accounts for almost all important factors
including the constituent «’s, volume fraction, aspect ratio, orien-
tation, and packing of the filler material. The model is based on
the analogy of equations describing the elastic moduli of a com-
posite, and the version for x uses the versatile Halpin-Tsai equa-
tions as its basis. The equations for the two-phase systems are
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Ko _1+ABY, 0
K, 1 =By,
A=kg—1 ()
KK, —1
B= Kf/Km+A ®)
1-
¢=1+(%)¢f @)

where the subscripts ¢, m, and f refer to composite, matrix, and
filler, respectively. The constant A is related to the generalized
Einstein coefficient kz and depends on the shape of the dispersed
filler and its orientation with respect to the heat flow. The factor B
takes into account the relative thermal conductivity of the filler
and matrix materials. The factor ¢ determines the shape of the
thermal conductivity curve versus filler volume fraction ¢y.

k of a two-phase system should increase rapidly in the concen-
tration range near the maximum packing fraction ¢,,,, due to the
large number of filler-filler contacts. However, in the original
Nielsen model, ¢,,,, for randomly oriented rods is 0.52 regardless
of the aspect ratio. This is a reasonable choice for fillers with
relatively small aspect ratio (<10). However, nanotubes usually
have much larger aspect ratios. Milewski studied the three-
dimensional packing of wooden rods and glass fibers of various
aspect ratios. Based on these experiments, he developed a rela-
tionship between the maximum packing fraction and aspect ratio
for fibers. We included in our calculations the dependence of ¢y,
on the aspect ratio according to Milewski [14].

Comparison of Experimental Results With the Model

Figure 2 shows the dependence of room temperature x as a
function of nanotube volume fraction. Based on numerous mea-
surements of control polymer samples, we estimate the error as
less than +15% including dimensional errors. For each chosen
composition, we measured several nominally identical samples.
Our average value for the PMMA control samples is 0.18 W/mK,
in very good agreement with a handbook value of 0.19 W/mK
[15]. The increase in « is relatively modest up to about 4.5 vol %,
followed by a more significant increase (more than 240%) in the
4.5-6 vol % range. Above 6 vol %, k. saturates at 0.45 W/mK at
9 vol %, possibly due to poorly dispersed nanotubes at higher
loadings.
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Fig. 2 Experimental thermal conductivities of SWNT-PMMA
composites as a function of nanotube loading, and comparison
with the predictions of the Nielsen model. The circles represent
the experimental data; squares are the average values for
nominally identical nanotube loadings. Dashed and solid
curves are the predictions of the Nielsen model for aspect ra-
tios of 26 and 20, respectively, assuming SWNT thermal
conductivity=6000 W/mK. To obtain better agreement using
the measured aspect ratio ~26, an effective SWNT &« of
10 W/mK must be chosen (dotted curve).

We include in Fig. 2 the Nielsen model predictions for aspect
ratios 20 and 26, assuming the SWNT « is 6000 W/mK (solid
and dashed curves, respectively). The simulation that best repro-
duces the data corresponds to an aspect ratio of 20. From AFM we
obtained a value of 26 for nanotubes subjected to the same pro-
cessing steps as in the composites. As Fig. 1 illustrates, this aspect
ratio is not unique but rather a distribution. To obtain better agree-
ment with this aspect ratio, we need to ascribe an effective SWNT
« value of 10 W/mK (dotted curve). The rationale for this ad hoc
procedure is to include within the Nielsen formalism the effect of
interfacial thermal resistance. While this procedure is not at all
precise, it does imply a significant interfacial thermal resistance
between polymer matrix and nanotubes. As noted previously, the
diminishing quality of nanotube dispersion at higher loadings
(9 vol %) may also contribute to the lower than expected «.

Discussion

Overall, the predictions of the Nielsen model are in good agree-
ment with the thermal conductivity values for our composites (see
Fig. 2). However, at 9 vol % the thermal conductivity of the com-
posite is slightly lower than the prediction of the Nielsen model.
This can be caused by large interfacial thermal resistance between
the polymer matrix and SWNTSs, bad dispersion, and intrinsically
low thermal conductivity of the filler. Among these factors, the
large interfacial thermal resistance seems to be the most likely
reason. Picosecond transient measurements [6] on carbon nano-
tubes suspended in micelles in water indicate a very small inter-
face conductance (12 MW m~2K~'). Similar results were ob-
tained from molecular dynamics simulations of heat flow between
a carbon nanotube and octane liquid [7]. This high value of inter-
facial thermal resistance is caused by weak matrix-filler adhesion
and significant acoustic mismatch at the nanotube-polymer inter-
face. The large Young’s modulus is largely responsible for high
SWNT k; it also means that high frequency phonons have a large
contribution in heat transport. However, in a composite the nano-
tubes are only weakly coupled with polymer chains. This means
that only a few low frequency phonon modes of a SWNT contrib-
ute to heat transport across the interface. This is also supported by
a molecular dynamics simulation [7]. Therefore, in order to im-
prove the interfacial thermal transport, the polymer-SWNT adhe-
sion has to be improved and/or larger diameter SWNTs having a
high density of low frequency phonon states should be used in the
composites.

1098 / Vol. 129, AUGUST 2007

The Nielsen model results show that the increase of composite
Kk is very sensitive to the filler aspect ratio. Choi et al. [2] dem-
onstrated a significant increase in k of MWNT/oil suspensions at
volume fractions below 1%. Their filler material had an average
aspect ratio of 2000 before dispersion, which is probably respon-
sible for the significant increase in . The importance of aspect
ratio can be understood physically from two viewpoints. First, at a
given volume fraction, the number of nanotube-polymer-nanotube
contacts decreases with increasing aspect ratio, which in turn re-
duces the influence of high interfacial thermal resistance. In addi-
tion, the study in Ref. [7] showed that increasing nanotube length
(or aspect ratio for constant diameter) shifts the phonon dispersion
towards lower frequencies, a “softening” of the tube with increas-
ing length. Again, large aspect ratio nanotubes should improve the
thermal transport across a nanotube-polymer interface.

Another approach to improved composite « is to covalently
bond the nanotubes to the matrix, for example, by functionaliza-
tion. However, most functionalization methods require treatments
that reduce the aspect ratio and/or create defects that limit the
phonon mean free path. Thus, there exists a trade-off between
increasing interfacial conductance and reducing the effective
SWNT k. The aspect ratio of the SWNT used in this work is
unusually small. The AFM study shows that the aspect ratio of
bundles is reduced significantly for sonication times required to
achieve good dispersion [16]. AFM also revealed that our filler is
not dispersed down to the single tube level, but are bundles con-
sisting on average of 92 tubes. Thus, the effective « of the bundles
could be much smaller than the intrinsic value. The ideal scenario
would be a process which efficiently disperses and functionalizes
the nanotubes while preserving a large aspect ratio.

Conclusions

We have fabricated SWNT-PMMA composites by the coagula-
tion method with nanotube loadings as high as 9 vol % and mea-
sured their effective thermal conductivity. We demonstrated a
240% increase in « with nanotube loading as low as 6 vol %.
Further increase in nanotube loading does not result in significant
increase in . This saturation can be attributed to poor nanotube
dispersion at high concentration. Our experimental results are
slightly lower than the predictions of the Nielsen model. This
discrepancy is most likely caused by the contact resistance of
nanotube-polymer-nanotube interfaces. We conclude that nano-
tubes with larger aspect ratios are needed to obtain further im-
provement in thermal transport, and that care must be taken to
preserve the large aspect ratio of nanotubes during processing.
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In this paper, we propose a general methodology by which a uni-
versal temperature profile, derived by matching temperature gra-
dients in the overlap region of the wall layer and the core layer,
that is valid for high Rayleigh number flows, can be recast into a
correlation for the Nusselt number. We then evaluate its adequacy
for three types of flows: (a) fully developed flows (e.g., the infinite
channel), (b) developing flows (e.g., the vertical flat plate bound-
ary layer), and (c) complex flows (e.g., Rayleigh-Bénard convec-
tion and the differentially heated square cavity). The correlation
for the Nusselt number, in general, contains a logarithmic term,
usually missing in earlier studies, with which we are able to
match existing direct numerical simulations or experimental data
very well for both fully developed and complex flows.

[DOL: 10.1115/1.2737485]

Keywords: turbulent flow, natural convection, Nusselt number,
correlations, asymptotic analysis

1 Introduction

Several studies are available on turbulent natural convection
from basic geometries such as the infinite channel and the vertical
flat plate. Even so, scarce are the studies that provide high quality
experimental or direct numerical simulation (DNS) data of local
quantities such as velocity and temperature, particularly near the
wall. These are crucial if one attempts to develop wall functions,
using asymptotic analysis or otherwise, not only to determine the
model constants but also to validate the hypothesis. Wall functions
can be successfully used to reduce the number of grid points re-
quired to perform computations and their use in problems involv-
ing forced convection flow and/or heat transfer is well known and
is considered as a standard practice. Such an approach is referred
to as wall treatment. Even so, an “exclusive” wall treatment for
natural convection flows, with a possible extension to mixed con-
vection, remains largely elusive to date.

The few studies that provide us with data that can be used for
developing wall functions for turbulent natural convection fall
into three categories: (a) fully developed flows, (b) boundary layer
type of flows, and (c) complex flows. Under category (a), the
geometry for which either DNS or experimental data are available
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is the infinite vertical channel. The infinite channel geometry con-
sists of two vertical plates of infinite extent in which one wall is
cooled and the other wall is heated. This geometry has been nu-
merically investigated by Boudjemadi et al. [1], Versteegh and
Nieuwstadt [2], Wang et al. [3], and experimentally by Betts and
Bokhari [4].

For the case of boundary layer flows (category (b)), turbulent
natural convection from a vertical hot plate standing in a quiescent
environment has been studied by Tsuji and Nagano [5] and
Cheesewright [6]. George and Capp [7] proposed the first ever
wall functions for turbulent natural convection from vertical sur-
faces, by performing an analysis of the near-wall region using
scaling arguments and the method of matched asymptotics for the
inner and outer layers. Henkes [8] performed an extensive numeri-
cal study of turbulent natural convection from a vertical hot flat
plate and a square cavity (category (c)) and compared the perfor-
mance of various turbulence models. The square enclosure con-
sists of differentially heated side walls and “adiabatic” top and
bottom walls. This geometry is considered to be a “benchmark,”
at least for laminar natural convection (see, for example, deVahl
Davis and Jones [9]). However, the adiabatic conditions are hard
to realize in the laboratory, particularly if the medium inside the
enclosure has a low thermal conductivity, as for example, air. As a
consequence, experimental studies on turbulent natural convection
from a square enclosure are scarce. Among the few studies re-
ported are the ones by Ampofo and Karayiannis [10] for a differ-
entially heated cavity, and Cheesewright et al. [11] for a tall cav-
ity. However, in [10] adiabatic conditions on the top and bottom
walls could not be realized. Recently, Dixit and Babu [12] have
used the Lattice-Boltzmann method to solve the problem of tur-
bulent natural convection from a square cavity ab initio; i.e., with-
out using a turbulence model. The two asymptotic limits for natu-
ral convection from an enclosure, namely (1) Ra—o and (2)
aspect ratio— o, correspond to the categories of developing and
fully developed flows, respectively, though the flows near the cor-
ners even at very high values of Ra for the enclosure will cause
some deviation from true boundary layer behavior.

As a category (c) flow, the problem of turbulent Rayleigh-
Bénard convection has been investigated experimentally among
others by Castaing et al. [13], Shraiman and Siggia [14], Wu and
Libchaber [15], and recently by Chavanne et al. [16], Nikolaenko
and Ahlers [17], Niemala and Sreenivasan [18], and Roche et al.
[19]. The same problem has been investigated using DNS by Kerr
[20], Grotzbach [21], Wérner [22], and Hartlep [23]. Holling and
Herwig [24] performed an asymptotic analysis of the near-wall
region for the above problem and proposed a correlation for the
Nusselt number that involved a logarithmic term.

From a careful review of the literature, it is clear that while
several studies are available for turbulent natural convection in a
class of geometries, a systematic approach to obtain a universal
velocity and temperature profile by studying the near-wall behav-
ior along the lines of the approach followed for turbulent forced
convection (see for example Schlichting and Gersten [25]) is hard
to find, save the study of George and Capp [7] and the very recent
study of Holling and Herwig [26] that showed excellent agree-
ment with existing experimental and DNS studies. In these refer-
ences, a rigorous derivation of the temperature and velocity profile
for the viscous sublayer and the overlap layer are presented. In
this paper, we discuss a general methodology by which the tem-
perature profile thus obtained can be converted into a general
expression for Nusselt number and evaluate its adequacy for a
class of flows.

2 Universal Temperature Profile

Following [24] the energy equation for the near-wall region of
turbulent natural convection flows is given by
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Fig. 1 Two layer structure of the near wall region of high Ray-
leigh number flows showing the viscous sub-layer, overlap,
and the fully turbulent outer layers
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The “0” appearing on the left hand side of Eq. (1) denotes that the
leading neglected terms in the energy equation are the convection
terms whose order is small compared to the terms retained in the
equation, as long as one is close to the wall.
We can now define a characteristic temperature 7, as
ar

( 3)1/4

av

T.=(=|%& 2
© \gBlavl, @

The above can be interpreted as a form of “turbulent Rayleigh
number.” With this characteristic temperature, a dimensionless
temperature O is introduced as

v'T' =const (1)

3)

The temperature field consists of an inner layer and fully turbulent
outer layer; see Fig. 1. In the inner layer, both molecular and
turbulent heat fluxes are present. The thickness of the wall layer
scales as 6=T,|dT/dyl;). With increasing Rayleigh numbers, the
thickness of the inner layer decreases and for Ra— o it vanishes
(6—0), and in view of this, there exists a singularity of the tem-
perature profile at the wall.

The dimensionless wall distance for the inner layer is now de-
fined as

)

ay

so that y*=0(1) for all y within the wall layer. In the fully turbu-
lent outer layer only the turbulent heat flux exists. There, the
non-dimensional wall distance of O(1) is

w

y

7=y )
If we define a dimensionless wall distance as H*=H/ & (where H
is the geometrical length scale for the temperature field), this
would go to infinity for Ra— %, and hence H* is not an appropri-
ate length scale for the outer layer, forcing us to introduce the
second dimensionless wall distance n=y/H. Using a third dimen-
sionless wall distance that is valid in the overlap layer and the
above definitions, an asymptotic matching of the temperature gra-

Journal of Heat Transfer

Ty Te

‘L,

Fig. 2 Schematic showing turbulent natural convection from
an infinite vertical channel with the left wall being heated and
the right wall being cooled. Also shown are typical velocity and
temperature distributions across the channel.

dients in the inner and outer layers leads to a universal tempera-
ture profile in the overlap layer. This is

O*=ClIn(y")+D (6)
C and D are constants that are, in general, functions of Ra.

Viscous Sublayer. For the viscous sublayer, the dimensional
temperature profile can be shown to be

0=y ™)

3 Nusselt Number Correlations From the Universal
Temperature Profile

Once the temperature field in a flow is known, one can find the
Nusselt number, and for this the temperature gradient at the wall
and a characteristic temperature difference of the field as a whole
are required.

Our approach is: Once the asymptotic structure of the tempera-
ture field in any turbulent natural convection flow is known, we
basically can get the information on the Nusselt number. Certain
constants remain undetermined, but the mathematical form and
the parameters involved in the Nusselt number correlation are
enlightened.

3.1 Category (a): Fully Developed Flows. Under this cat-
egory, we take up the problem of turbulent natural convection
from an infinite channel. The details of the problem geometry are
given in Fig. 2. The left wall is isothermal at Ty, the right wall is
isothermal at 7. and Ty> T, and the two walls are infinite in
extent (henceforth, we drop the overbar on the temperature as we
will be dealing with only the mean temperatures in the rest of the
paper). This is a frequently studied geometry because it is simple
both from the viewpoint of conducting experiments and carrying
out DNS investigations. Another equally important reason is that
many studies on turbulent natural convection look at a possible
extension to mixed convection and the infinite channel geometry
can be very useful. This is because of the fact that if a vertical
velocity is imposed at the bottom of the channel, one can simul-
taneously have aiding and opposing flows. The general procedure
by which the universal temperature profile (Eq. (6)) can be con-
verted into an expression for the Nusselt number using some al-
gebraic manipulations is discussed below.

The first step is the assumption that the universal temperature
profile is approximately valid up to the center of the channel. This
is a good approximation in a problem like this where the flow is
fully developed, consequent upon the infinite extent of the plates.
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That the temperature profile is valid all the way up to the middle
is also supported by several studies, both experimental and DNS
(cf. [26]).

At this location

T=(Ty+Tc)/2 (8)
Therefore, Eq. (6) becomes
AT
—— —CIn(H2)+D 9)

In the above equation, AT=Ty—T¢. Substituting for & from Eq.
AT ar

(4), we have
H
=C ln<— ) +D
2TC 2Tc &y w

Now we define the Nusselt number Nu as

H | JT
Nu=—|— (11)
AT &y w
and the Rayleigh number Ra as gBATH’/va, where H is the
width of the channel and S is the cubic expansivity of the me-
dium. Using these definitions, and substituting for T, from Eq. (2)
and some mathematical manipulation, we get

Ral/3
Nu= (12)

C 1 4/3
— ln(—Ra Nu) +2D
2 16

The constants C and D in the above equation can be determined
from highly accurate DNS or experimental data. In this study, we
use the DNS results of [2] and using curve fitting based on the
method of least squares, we obtain C as 0.153 and D as 3. With
improved computational resources in the future, one will have
DNS data for higher values of Ra, and with these data the con-
stants can be fine tuned.

Therefore, Eq. (12) can be rewritten with the newly obtained
constants as

(10)

Ra1/3
Nu= (13)

1 4/3
0.0765 ln( —Ra Nu) +6.7148
16

Equation (13) is cumbersome to use in view of the fact that it is
implicit in Nu, consequent upon which Nu has to be iteratively
determined. In order to circumvent this, we can replace Nu in the
denominator of Eq. (13) by a power law form say, Nu=a Ra’.
This is not expected to cause significant error as the Nu appears
within the logarithm term (we will demonstrate this shortly) and
more importantly, further developments actually do not need the
values of a and b, as they can be readily absorbed in the constant
that multiplies the logarithmic term.
Equation (13) can now be written as

Ral/S

a 4/3
C, 1n<—Ra””) +D,
16

This can again be simplified as

Nu= (14)

Ra1/3
Nu=———————
[C, In(Ra) + D,]*3

Using least squares, C, and D, (with the same data given in [2])
were determined to be 0.101 and 6.3063, respectively.
Hence, the final, “explicit” form of the Nusselt number is
Ra!’3

7 [0.101 In(Ra) + 6.3063]*

(15)

Nu

(16)
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Table 1 Nusselt number predictions for the infinite channel

No Ra Nu (DNS [2]) Nu (Eq. (16))
1 54%X10° 5.35 5.41

2 82X 10° 6.26 6.18

3 2.0X10°0 8.19 8.18

4 5% 100 10.9 10.93

The excellent agreement between the values of Nu predicted by
Eq. (16) and the raw data (DNS) of [2] can be seen in Table 1, and
confirms that the assumption for Nu in the denominator of Eq.
(12) is justified.

The fundamental question before us is whether the logarithmic
correction is needed or not. To answer this question, we look at
Eq. (16) and can see that in the range of Ra considered, the loga-
rithmic term can contribute to around 25% to the denominator. In
a previous study [26], the existence of the logarithmic variation of
the near-wall temperature was firmly established and the correla-
tion for Nu corroborates this.

3.2 Category (b): Developing Flows. The extension of the
arguments presented in Sec. 3.1 to a developing flow, as for ex-
ample, turbulent natural convection from a vertical flat plate, is
not so straightforward, as the problem is now two dimensional
and the boundary layer scales become functions of the axial dis-
tance x. A schematic of the vertical plate geometry is given in Fig.
3. The vertical wall is heated and is at a temperature, 7y standing
in quiescent air at 7. The starting point for obtaining the Nusselt
number correlation is again the “universal temperature profile.”
The next step would be to relate the temperature and the normal
distance from the wall at a station (x,y) in the near-wall region.
The general near-wall temperature profile is given by Eq. (6) and
is reproduced here

0*=ClIn(y")+D (17)
We now focus our attention on some distance within the outer
layer where T—T.. is say, 0.8AT, and let this be y,g. For high
Rayleigh number flows (Ra— ), y,g can be written, with the
help of scaling analysis (see for example [27]), for most fluids
(except for those with Pr<1) as

208 _ ; Ra! (18)

Where a; and b; are constants and Ra, is the local Rayleigh num-
ber based on axial distance x, and as discussed before, neither will
this assumption cause significant error nor do we have to actually

T Tg

3 r

[TTTTY :
TH 11 TO
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Fig. 3 Schematic depicting turbulent natural convection from
a hot vertical flat plate losing heat to quiescent air. Also shown
are velocity and temperature profiles at an axial location x.
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Table 2 Nusselt number predictions for the vertical flat plate
(fluid—-air)

Nu (Jones and

S.No Ra, Nu (Chien) Launder) Nu=0.119 Raxl/ 3

1 5% 1010 256 242 256
2 lo! 627 539 522
3 1012 1535 1305 1190°
4 1013 3654 3357 2564°
5 104 7873 7873 5504°

48~ + +

235 2.5
In (Ra)

265

Fig. 4 High resolution plot demonstrating the procedure to de-
termine the constants in the Nusselt number correlation for the
vertical flat plate

determine the two constants. On substituting for the temperature
and y* in Eq. (17), we get

T )

- +D
ay |,

0.8AT a,Ra!*""!

=Cln| ——
T,

Using the arguments presented in Section 3.1, Eq. (19) can be

recast as

(19)

c c

Ra!
Nu, = —x4/3
[C5In(Ra,) + Ds]
where Nu, is the local Nusselt number based on x, the axial dis-
tance along the plate, as is the local Rayleigh number Ra,.

The basic difference between Egs. (16) and (20) is that the
former was for the average Nusselt number, while the latter gives
the local Nusselt number. Using the benchmark experimental data
of [5], we can determine the constants C; and D5 using the pro-
cedure detailed out in the previous section, and they turn out to be
—0.0126 and 5.2189, respectively (see Fig. 4). Inserting these val-
ues in Eq. (19), the local Nusselt number for the vertical flat plate
may be written as

(20)

Rai/3

N = 1521920126 In(Ra) |2

A comparison of the predictions of Eq. (21) with those obtained
from the best fit 1/3 power law for the data of [17] (that turns out
to be NuX=O.119Ra)1(/ 3) shows that both the power law and the
log-power law (Eq. (21)) represent the data very well (both have
R? values over 99%) and one may at first sight conclude that there
is “little” to choose between the two. However, it is instructive to
mention here that the data of [5] are for a narrow range of 10°
<Ra,=<10"" and hence data at higher values of Ra, are required
to answer the fundamental question of the need for the logarithmic
correction. For this purpose, we now look at the values of Nu
reported in Henkes [8] for the same geometry wherein fine grids
were used along with the two “best performing low Reynolds
number k-& models” (cf. [8]), namely those of Jones and Launder
and Chien. Details of these models can be found in the original
papers and also in [8]. The results for turbulent natural convection
from a vertical flat plate standing in air are summarized in Table 2.
From Table 2, it is clear that the predictions using two models,

(21)

Journal of Heat Transfer

“extrapolated beyond the range of measured Nusselt numbers.

widely recommended for buoyant flows give good agreement with
the experimental results (last column of Table 2, first two lines)
while predicting higher values of the Nusselt number, if one
speculatively extrapolates the experimental correlation beyond its
validity. Now, one can argue that while in the range of Ra, num-
bers for which experiments have been done, a correlation without
the logarithmic correction performs as good as the one with it, in
the region outside of this, or more explicitly, in the range Ra
— o0, a correlation with a logarithmic correction that is based on
asymptotic correctness should be able to adequately capture the
Nusselt number behavior seen in Table 2. This of course, remains
to be proved. In order to do this, the numerical data from one of
the two models, say for example, the Jones and Launder model
can be taken to recalibrate the constants C3 and D5 in Eq. (20).
For the sake of clarity, we rewrite Eq. (20) but with the constants
replaced by the notation C, and D. to denote that these are
asymptotic constants
Ra!"
Nu, = i 473
[C.In(Ra,) + D..]

The constants C,, and D, are evaluated using the Nu, versus Ra,
data given in Table 2 (column 4, Jones and Launder) for the range
10"'<Ra, < 10" and these turn out to be —0.1869 and 9.742,
respectively. Using these values, the asymptotically correct form
of the local Nusselt number can be given as

Ra)l(/3

N = 5 742 20,1869 In(Ra) ]
Figure 5 shows the data obtained using the Jones and Launder
model, the predictions of Eq. (23), along with the raw data of
Tsuji and Nagano [5]. The plot confirms that Eq. (23), with an R?
value of 99.9% performs very well for all values of Ra,, including
those below 10'! that were not used for obtaining the constants of
the correlation. More importantly, it is evident that while the data
of Tsuji and Nagano may be reliable, the 1/3 power law is an
adequate representation of the Nusselt number behavior only for
the range of Rayleigh numbers for which the experiments were
done, as the Rayleigh numbers are not “asymptotically high
enough.” The next logical question is,” How high is “high
enough?” This question can be easily answered if one looks at
Table 2. For Ra>10'2, it is clear that the 1/3 power law fails to
accurately predict the Nusselt numbers obtained by using reliable
models, and so we can conclude that the experimental data of
Tsuji and Nagano are not in the “high enough” range of Rayleigh
numbers, from an asymptotic viewpoint.

(22)

(23)

3.3 Category (c): Complex Flows. The geometry of interest
here is a square cavity. The left wall is hot at Ty and the right wall
is cold at T¢. The top and bottom walls are adiabatic. The medium
inside is air (Pr=0.7) for which realising adiabatic conditions on
the horizontal walls is very difficult in experiments. The problem
is also complex because of the flow being recirculating. In view of
the above reasons, both experimental and DNS data are scarce.
The only experimental results for a square cavity are those of
Ampofo and Karayiannis [10]. However, in this study, the top and
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Fig. 5 Nusselt-Rayleigh plot for the vertical flat plate at high
Rayleigh numbers showing comparison of Eq. (23) with the re-
sults reported in the literature

bottom walls were not adiabatic and results are reported for a
single Rayleigh number (Ra=1.58x 10%). Hence, evaluating the
constants of the Nusselt number correlation with the approach
proposed in this study, using the results of [10] is not feasible. In
view of this, we have generated our own solutions with the help of
a commercially available software package FLUENT 6.2.

Mathematical Formulation and Solution Procedure. The gov-
erning equations for the flow and heat transfer in the geometry
under consideration are the well known Reynolds averaged
Navier-Stokes equations and the equation of energy. For this
study, the standard k-e model (where k is the turbulent kinetic
energy and ¢ is the dissipation) with “enhanced wall treatment” is
used to model the turbulence. The “enhanced wall treatment” is
actually a two layer wall treatment, based on the one equation
model of Wolfstein [28]. Details of (i) the model and the constants
employed and (ii) the near wall treatment are available in [29].
This approach has also been tried for the problem of turbulent
natural convection from a rectangular cavity with an aspect ratio
(height/spacing) of 5 by Tieszen et al. [30]. The boundary condi-
tions for the problem are straightforward with the no-slip condi-
tion being applied on all the walls, as far as the momentum equa-
tions are concerned. Regarding the energy equation, 7=T7y and
T=T¢ on the left and right walls and d7/dx=0 on the top and
bottom walls.

The flow is assumed to be steady, incompressible and the fluid
has constant properties outside of density, for which the Bouss-
inesq approximation is assumed to be valid. The equations are
discretized using the finite volume method and the pressure veloc-
ity coupling is handled by the SIMPLE algorithm. A first-order up-
winding scheme has been used for the convection terms. Relax-
ation factors were optimally used to ensure convergence. Non-
uniform grids with grid clustering near the walls (using geometric
progression) were used. The grid size varied from 220X 220 to
250X 250 depending upon the value of Ra, based on the spacing
of the cavity. Care was taken to ensure that theLalue of y* (y*
=yu,/v, u, is the frictional velocity given by \,,/p where 7,, is
the wall shear stress) at the first grid point is less than 3. This is a
prerequisite for using the enhanced wall treatment, as in this ap-
proach the near wall mesh has to be fine enough to be able to
resolve the viscous sublayer (y*= 1 and at the maximum 5). Strict
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convergence criteria were applied such that the difference in heat
transfer rates between the left and right walls was always less than
1%. This translated to the following convergence criteria: (a) con-
tinuity; momentum; k and & equations: 1 X 107#; (b) energy equa-
tion: 1 X 1077, Solutions were generated for the following range of
Rayleigh numbers 1 X 10'0<Ra=<2x10'3.

For Ra=1 X 10'°, the average Nusselt number (Nu) turns out to
be 101. This is very close to the value of 104 reported in [12]
where the Lattice-Boltzmann method was employed to solve the
same problem, albeit without a turbulence model.

4 Asymptotic Theory for the Nusselt Number Correla-
tion

As before, we assume that the universal temperature profile
exists and based on arguments presented in Sec. 3.2 for the verti-
cal flat plate, we propose a correlation for the local Nusselt num-
ber (Nu,) for the cavity as

~ Ra!”
" [C...In(Ra,) + D, ]*?

where we have now qualified the constants with a double sub-
script (¢, ), to denote that the constants are for a cavity and are
asymptotic. In Eq. (24), Ra, is the local Rayleigh number, based
on axial distance x.

For a problem like the square cavity, the quantity of engineer-
ing interest is the average Nusselt number. Hence, one has to
obtain the local heat flux for a differential area and then integrate
it from O to d (where d is the spacing that equals the height for a
square cavity). Equation (24) may be rewritten as

. Ra!”
u, =
tICl. In(Ra'") + D, 1"

Using the above equation, the general form of the integral that has
to be solved when it comes to determining the Nusselt number
will be non-elementary that is not easy to integrate. It would be
instructive to examine if it could be approximated by a form that
has the logarithmic term in the numerator such that after the inte-
gration is done, one has a form of the average Nusselt number Nu,
as

Nu, (24)

(25)

Nu=Ra'’[C] . In(Ra') + D, ] (26)

We tested the above approximation for the problem of Rayleigh-
Bénard convection with the correlation proposed in [24] and
found that the approximation does not lead to any significant error
(Iess than 0.5%).

We can now extend these arguments to the cavity problem and
propose a general form of the average Nusselt number as given in
Eq. (26). The constants in the correlation can be determined from
accurate experimental or numerical data. For the present study, we
use our own numerical solutions and using the principle of least
squares again, the constants were determined and they can be seen
in the correlation given below

Nu =Ra'?[0.0195 + 0.0035 In(Ra'?)] (27)

A high resolution plot (Fig. 6) between Nu/Ra'? and Ra using
confirms the inadequacy of the 1/3 power law (the solid line on
this plot represents the best fit line for the numerical data gener-
ated in this study which appear as filled squares on the plot). The
R? value of Eq. (27) is 99.9%.

5 Conclusions

An asymptotic analysis of the structure of the temperature pro-
file in the near-wall region of high Rayleigh number flows was
presented. This was subsequently converted into a correlation for
the Nusselt number, which in general will have undetermined con-
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Fig. 6 Comparison of Nu/Ra'?® versus Ra from various studies
for turbulent natural convection from a square cavity (high
resolution plot)

stants. The general applicability of this method was tested for
three types of flows: (a) simple, (b) developing, and (c) complex.
An example was chosen from each of the categories and the pro-
cedure to determine that the constants were elucidated. For simple
flows, like the infinite channel and some complex flows like the
Rayleigh-Bénard convection, the asymptotic treatment gives the
average Nusselt number, while for developing flows and other
complex flows like natural convection in a square enclosure, one
gets the local Nusselt number. For the square enclosure problem,
solutions were obtained using FLUENT 6.2 and for other geometries,
data from existing studies were used to calibrate the constants in
the Nusselt number correlation. For all the flows considered, the
Nusselt number correlation has a logarithmic correction in addi-
tion to the Ra'’3 and one may call it a log-power law. A simple and
effective way of handling the logarithmic correction approxi-
mately, when one calculates the average Nusselt number for a
square cavity, has been proposed. For all the flows considered, the
agreement with existing studies is excellent. The methodology
proposed in this study is expected to be useful for a wide class of
problems, when one correlates numerical or experimental data.
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Call for Photographs: Photogallery—Heat Transfer Visualization

2007 International Mechanical Engineering Congress and Exposition (IMECE)
[http://www.asmeconferences.org/congress07]

November 11-15, 2007, Seattle, Washington
[ENTRY DEADLINE: OCTOBER 31, 2007]

Photographs based on experimental and numerical visualizations of thermal heat and mass transport are solicited for the Photogallery
of Heat Transfer Phenomena Session, sponsored by the K-22 Heat Transfer Visualization Committee, at the 2007 IMECE [http://
www.asmeconferences.org/congress07].

The Photogallery will consist of photographic displays, which illustrate phenomena that are widely relevant to thermal and mass
transfer problems. The purpose is to provide a forum for displaying innovative visualization techniques and their applications to heat
transfer phenomena.

A subset of submitted entries, selected on the basis of originality, innovative feature of the visualization technique, the ability to
convey and exchange information, and the artistic beauty of heat transfer, will be published in the ASME Journal of Heat Transfer.

Authors interested in presenting a photograph, please send your entry in a poster-ready format, preferably in an electronic PDF file,
to the following organizer by October 31, 2007:

Dr. Kenneth D. Kihm
Mechanical, Aerospace and Biomedical Engineering Department
University of Tennessee
Knoxville, TN 37996
E-mail: kkihm@utk.edu

For further inquiry, please contact the Heat Transfer Division Program Representative:

Dr. Chang Oh
Idaho National Laboratory
Idaho Falls, ID 83415
E-mail: Chang.Oh@inl.gov
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